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Abstract

The importance of trade-offs between inflation and output gap stabilization for mon-
etary policy evaluation is well known. Real disturbances in the economy which lead
to such trade-offs, however have not been studied much in the context of monetary
policy setting in emerging market and developing economies (EMDEs). We identify
market price support present in the agriculture sectors of the EMDESs as a real distur-
bance leading to such trade-offs. Using a three-sector NK-DSGE model built in Ghate
et al. (2018), featuring food procurement policy in the Indian economy, we derive
welfare loss function and characterize optimal monetary policy under discretion and
commitment. We show that under both discretionary and commitment policy, trade-
offs exist between core-inflation and output gap stabilization, and between headline
inflation and output gap stabilization. This result departs from the existing popular
view that strict core-inflation targeting is the optimal monetary policy for developing
countries susceptible to sectoral relative-price changes. We also compare the response
of the economy to a positive procurement shock and a negative productivity shock
under different monetary policy rules. It is observed that an optimal simple rule with

sectoral terms of trade/ relative price gaps improves welfare outcomes significantly.
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1 Introduction

Monetary policy making in emerging markets and developing economies (EMDEs) is a chal-
lenging task as these economies are often characterized by inefficiencies such as incomplete
financial markets, distorted agriculture sectors and large informal sectors that affect mon-
etary policy effectiveness (see Hammond et al. (2009), Ghate and Kletzer (2016)). Most
of the existing literature in monetary policy design for EMDESs focusses on determining the
optimal inflation index that a central bank should target to reach the flexible price equilib-
rium.! Recently, Anand et al. (2015) showed that in EMDEs headline inflation targeting
improves welfare outcomes by adding incomplete financial markets to the standard multi-
sector small scale NK-DSGE model. This is different from Aoki (2001), who shows that strict
core inflation targeting is an optimal monetary policy to reach the flexible price equilibrium
in developing countries which are susceptible to sectoral relative price movements (or terms
of trade shocks).? One common aspect in these papers is the assumption that variations in
the flexible price equilibrium are efficient.> However, there could be possibilities when varia-
tions in the flexible price equilibrium are not efficient and thus strict inflation targeting will
not be an optimal monetary policy, as there exists a trade-off between inflation and output
stabilization (see Woodford (2003), Chapter 6). In other words, any attempt to stabilize
inflation and bring output to the flexible price level will make output deviate further from
its efficient allocation. Even having a multi-sector Aoki type model with sectoral terms of
trade shocks/ relative price shocks does not show any tension between core-inflation and
output stabilization.

Generally, inefficient variations in the flexible price equilibrium are modelled as inefficient
supply shocks, such as price/ wage mark-up shock (see Justiniano, Primiceri, and Tambalotti
(2013) , Gilchrist, Ortiz, and Zakrasjek (2009), Gali, Gertler, and Lopez-Salido (2007), and
Bhattarai et al. (2014)).* Inefficient shocks do have a practical importance in monetary
policy making but the sources of such shocks have not been studied much (Woodford (2003),
p. 454).5 This paper addresses this gap in the literature and shows how real disturbances

present in a developing economy could be a source of inefficient shocks. To be precise, in

'In this paper flexible price equilibrium is defined as the equilibrium level prevailing under complete price
flexibility.

2Also see Huang and Liu (2005), Benigno (2004) and Erceg and Levin (2006) .

3In this paper the efficient equilibrium is defined as the equilibrium level prevailing under perfect com-
petition.

4For the estimates of inflation/ output trade-offs in US see Fuhrer, J. C. (1997). Gilchrist, Ortiz, and
Zakrasjek (2009) shows trade-offs in presence of financial frictions.

5The term real disturbance refers to the existence of structural disturbances in the economy which can
lead to trade-offs mentioned here. Generally in New-Keynesian literature the trade-off are generated with
exogenous price/ wage mark-up shocks. But what leads to such shocks is not studied much.



this paper we identify market price support present in the agriculture sectors of the EMDEs
as an inefficient distortion and show its implications for optimal monetary policy design.
Market price support estimates are over 2.2 trillion US dollars, between 2011-2015, across
the world (OECD (2016a)).% This comprises 55% of the total producer support estimates
(PSE) which are over 4 trillion US dollars during the same period.” Market price supports
primarily take two forms, i) border protection measures such as, tariffs, import quotas and
export subsidies as in Canada, Colombia, European Union, Iceland, Israel, Kazakhstan,
Korea, Mexico, Norway, Russia, Turkey, United States and Vietnam; and ii) target pricing
of a commodity both with and without government purchases such as in China, India,

Indonesia, Japan, Norway and Vietnam.®

There is an extensive literature studying the
effects of the agricultural price supports on output, consumption and trade (see Bale and
Lutz (1981), Anderson and Hayami (1986), Acemoglu and Robinson (2001), Timmer (1989),
Dewbre, J., Anton, J., and Thompson W. (2001), Benjamin N. and Talab, I. (2011)). Figure
la below shows the share of market price support as a percentage of GDP for EMDEs and
advanced economies (AEs). As can be seen, between 2011-2015, the share for EMDEs is
0.78%, which is almost double the share in AEs (which is 0.40%).° What accentuates the
effect of market price support in EMDEs is there large agriculture sectors. Figure 1b below
shows the share of agriculture sector as a percentage of GDP between 2011-2015 for EMDESs

and AEs. The share is 13.4% and 1.8% for EMDEs and AEs respectively.'?

[INSERT FIGURE 1la & 1b]

6The Organization for Economic Cooperation and Development (OECD) agriculture statistics database
has the agriculture support data for only 50 countries. The Market Price Support (MPS) is defined by OECD
as an indicator of the annual monetary value of gross transfers from consumers and taxpayers to agricultural
producers arising from policy measures creating a gap between domestic market prices and border prices of
a specific agricultural commodity measured at the farm-gate level.

"The Producer Support Estimate (PSE) is defined by OECD as an indicator of the annual monetary
value of gross transfers from consumers and taxpayers to support agricultural producers, measured at farm
gate level, arising from policy measures, regardless of their nature, objectives or impacts on farm production
or income.

8Refer OECD(2016b) for each country (except India) to get more detailed analysis. For India refer
OECD(2009). Under target pricing, Indonesia and India have target/ support prices with government pur-
chases and China, Japan, Norway and Vietnam have target/ support prices without government procurement.

9The author uses OECD agriculture statistics database (doi: dx.doi.org/10.1787/agr-pcse-data-en (ac-
cessed on 16 June, 2017). According to the availability of data, advanced economies (AE) constitutes United
States, European Union (28 countries), Australia, Canada, Iceland, Israel, Japan, Korea, New Zealand,
Norway, Switzerland and emerging markets and developing economies (EMDESs) constitutes, Brazil, Chile,
China, Colombia, Indonesia, Kazakhstan, Mexico, Russia, South Africa, Turkey, Ukraine, Vietnam.

0The figures are calculated by author using macro indicators data available on Food and Agriculture
Organization of the United Nations (FAO) ( http://www.fao.org/faostat/en/#data/MK accessed in June,
2017). The percentage figures 13.4% and 1.8% are share of value of agriculture, fishing and forestry in GDP
on average for EMDEs (152 countries) and AEs (38 countries) respectively, between 2011-2015. The author
uses International Monetary Fund’s (IMF) categorization of AE and EMDEs (WEOQO, October 2016).



Recently, Ghate et al. (2018) have shown how such market price supports in agriculture
sector of India leads to sectoral and aggregate inflation, output gap and resource realloca-
tion using multi-sector NK-DSGE model. In India, the target pricing of certain agricultural
commodities (such as wheat and rice) is accompanied by government purchases of the com-
modity. This policy in known as food grain procurement policy.!! Ghate et al. (2018)
introduce procurement inefficiency in food grain sector as a shock and discuss the trans-
mission of such shock to the aggregate economy. They also show that these shocks weaken
monetary policy transmission.

In this paper, using the NK-DSGE model built in Ghate et al (2018), we derive a wel-
fare loss function for a central bank of an economy characterized by market price support.
Although we build on a NK-DSGE model specific to the Indian economy, the results can
also be generalized to other EMDEs featuring similar inefficiencies. To derive the welfare
loss function we use micro-founded utility based approach following Rotemberg and Wood-
ford (1997,1999) and Woodford (1999, 2003). The model has three sectors: grain, vegetable
and manufacturing sector. The grain and vegetable sectors are part of the flexible price
agriculture sector. The manufacturing sector is a sticky price sector. The model features
a procurement inefficiency in the flexible price sector namely, grain sector. Using a welfare
loss function, we characterize optimal monetary policy under discretion and commitment
and study how the trade-off between inflation and output gap stabilization gets affected
in the presence of procurement inefficiency. We then compare and rank optimal monetary
policy rules with some implementable rules.

The results of the paper contribute both theoretically as well into policymaking. Theo-
retically, we contribute by identifying a real disturbance in the form of market price support
in agriculture sector as a source of inefficient shocks to an economy. In particular, we identify
government induced procurement policy as a source of inefficient shocks for the Indian econ-

omy and derive welfare loss function of the central bank. For a policymaker the contributions

HUnder this policy, government announces the target price known as minimum support prices (MSP)
for a variety of food grains before the cropping season starts. Once the harvest is done, the food grain
producers sell their output to the government at a set MSP. The procured food grain is then stored in the
Food Corporation of India (FCI) warehouses. A part of the procured food grain is then distributed among
the poor section of the society at subsidized prices through the public distribution system (PDS) and the
rest remains in the warehouses as buffer stock. The effects of government induced procurement policy on
the macroeconomy of India are non-negligible. Ramaswamy et al. (2014) have shown that the accumulated
welfare losses of procurement policy to the Indian economy between 1998 and 2011 are 1.5 billion US dollars.
In the recent years, rising minimum support prices has fueled food inflation in India (see Anand et al. (2016),
Basu (2011), Dev and Rao (2015), Ramaswamy et al. (2014), Ghate et al. (2018)). High food inflation
is a cause for concern, specially in a developing country like India where food expenditure shares are very
high. For instance, share of food in consumer expenditure is 52.9% and 42.6% in rural and urban India,
respectively (NSS (2013)). Also the food subsidy bill rose by 300% between 2006-07 and 2011-12 (see Sharma
and Alagh (2013)).



of the paper are twofold. Firstly, we analyze optimal monetary policy under discretion and
commitment with procurement inefficiency, and study the trade-offs encountered by the pol-
icymaker while setting monetary policy especially in EMDEs. Secondly, we compare some
implementable instrument (here interest rate) rules with optimal rules to find out which
interest rate rule should a central bank in EMDEs follow given that the agriculture sectors

of these economies are characterized by inefficiencies such as procurement distortion.

1.1 Main Results

We find that the inefficiency due to procurement in the agriculture sector affects the economy
through two distinct channels. First, it raises prices in the grain sector by affecting price
mark-ups. Second, by reducing aggregate consumption directly, it deprives households of a
part of the output. These channels lead to variations in the flexible-price equilibrium which
are not efficient. The derived welfare loss function is a function of squares of core-inflation,
consumption gap, and the terms of trade gap, where gaps are not natural gaps (from the

1.12 The welfare relevant level is

flexible-price equilibrium) but from a welfare relevant leve
defined as the flexible-price level with no mark-up effect of the procurement inefficiency i.e.
without the first channel mentioned above.

The optimal monetary policy under discretion and commitment show that a central bank
cannot stabilize core-inflation, output gap and terms of trade gap together, as there exists a
trade-off between core-inflation and output gap stabilization and between terms of trade gap
and output stabilization. Due to this the minimum losses are not zero. This happens due to
the presence of procurement inefficiency which makes the flexible price equilibrium deviate
from the efficient allocation and any attempt to bring core-inflation to zero (and output to
the flexible price counterpart), makes output deviate further from its efficient allocation.
This result departs from Aoki (2001), who shows that strict core-inflation targeting is an
optimal monetary policy for developing countries featuring sectoral relative price movements
(or terms of trade shocks). This implies that central banks in developing countries need more
caution while setting monetary policy, as the inefficiencies in the real sector of their economy
can modify standard results and alter the policy response.

We also compare the response of the economy under different optimal and implementable
rules when the economy is hit by a positive procurement shock and a negative productiv-
ity shock. A comparative analysis among different monetary policy rules shows that the
commitment rule leads to the least welfare losses and is thus best among all the considered

monetary policy rules. Within the class of implementable monetary policy rules, a simple

12Note that the welfare relevant level is not same as the efficient level. An efficient allocation coincides
with the flexible-price equilibrium when there is no procurement inefficiency.



Taylor rule with target variables as inflation and output gap performs the worst. The welfare
losses reduce significantly when terms of trade gaps are added to the simple Taylor rule. We
thus find the optimal coefficients on the simple Taylor rule with terms of trade gaps to get an
optimal simple rule for the economy. It is observed that an optimal simple rule with sectoral
terms of trade/ relative price gaps improves welfare outcomes significantly. We find that
welfare losses reduce by 21% and 62% with optimal simple rules for a positive procurement

shock and a negative productivity shock, respectively.

2 The Model

The basic structure of the model is adapted from Ghate et al. (2018). It is a closed economy
three-sector NK-DSGE model, a variant to Aoki (2001) and Gali and Monacelli (2005).
Ghate et al. (2018) differs from Aoki (2001), as it adds a procurement distortion in the
flexible price sector (grain sector). This added distortion in the flexible price sector is the
source of inefficiency, which we exploit in the present paper to study optimal monetary
policy. The model consists of three entities, namely, households, firms and a central bank.
The government’s only role in the model is to procure a certain proportion of grain produce.'?
The procurement of grain is financed using the revenue collected from households in the form
of lump-sum taxes.!* The procured good, does not add any utility to the consumers and

simply goes waste.

2.1 Households

The economy consists of a continuum of infinitely lived households. A representative house-
hold i consumes differentiated goods of all three sectors, namely, open market grain (OG),

vegetables (V) , and manufacturing (M) and maximizes the following objective function,

[e.e]

Eo Y ' [u(Cy (i) — o(N, (0))], (1)

t=0

where 5 € (0,1) is the discount factor, u(.) is the utility from aggregate consumption

bundle, C; (i), v(.) is the disutility from labour supply, N, (i), and the index i € [0,1].
We assume a standard increasing and concave function, u(C; (7)) = % where, o, is the

13We do not focus on how the level of procurement set here but rather use an estimated AR(1) shock
process on procurement as discussed in detail in Ghate et al. (2018).

14The government also provides an employment subsidy to do away with the inefficiency due to market
power, as will be discussed later.



inverse of the inter-temporal elasticity of substitution and an increasing and convex function,

v(Ny (7)) = Ntl(izzrw where, 1), is the inverse of the Frisch elasticity of labor supply.
Aggregate consumption, Cy (i), is a composite Cobb-Douglas index of consumption of

manufacturing, Cy (7) , and agriculture sector goods, Ca; (7) , and is defined as:

(Car (1) (Care (1)
8 (1 -8

Ct (Z) ) (2)

where

is a composite Cobb-Douglas index of consumption of grain bought by consumers in the

open market, Cog, (7), and vegetables, Cy, (i). Further,

1 NG
Coi (i) = (/ Cs,t(i,j)%dj) ,s=0G, V, M. (4)
0

d € (0,1) is the share of total consumption expenditure allocated to agriculture sector goods
and p € (0,1) is the share of total food expenditure allocated to vegetable sector goods.
The elasticity of substitution between the varieties within each sector, 6, is greater than one
and is assumed to be the same in all sectors. The index j € [0, 1] refers to the j* variety

of differentiated good in each sector s. The optimal sectoral consumption demand functions

are,
Poci\ '
t
Cogt = (1—#)(]3 ) Cag, (5)
At
P —1
cve = n(pt) Cun ()
At
and

Care = (1— ) (%) T (1)

-1
where Cy; = 9 <P;t’t> C;.15 Here the aggregate price index for the economy, or equiva-
lently the consumer price index (CPI), is P, = (Pay)’ (Puy)'™° where Py, and Py, are
prices of the composite agricultural and manufacturing goods, respectively. Also the price of

agricultural goods is given by, P4, = (POG,t)lf” (Py:)" where Pogy and Py, are the prices

4 . .. . . . . .
15The index i is supressed as the consumption decisions are identical across all households.



of open market grain and vegetables, respectively.!® To get the optimal consumption plan,

households maximize (1) subject to the following inter-temporal budget constraint,
P,Cy+ E{Qri41Bi1} < By + Wi N, — T} + Divy (8)

where B, is the nominal pay-off in period ¢ + 1 of the bond held at the end of period
t. Qir41 is the stochastic discount factor. The transversality condition, limy ., E{B;} >0
V t, is assumed to be satisfied. W, is the economy wide nominal wage rate.!” T} are lump-sum
taxes to the government, and Div; are the dividends or profits distributed to the households
by monopolistically competitive firms. Money is excluded from both the budget constraint
and utility function as the demand for money is endogenized. Also note that financial
markets are complete here, such that the households have no credit constraints and thus
each household faces a single intertemporal budget constraint.!® The maximization yields

the following optimal consumption-savings choice,

L\ ™7 (Ca\ 7 P
E; |BR =1 9
Qo () () 7 ®)
and optimal consumption-leisure choice,
N, )Y W,
(V) =t (10)

(T (C)~ B’

where R; = is the gross nominal return on the riskless one-period bond.

1
E{Qt, 141}

2.2 Firms

All the firms in all three sectors (grain, vegetable and manufacturing sector) have a linear
production function Y;;(j) = At Ns+(j), where s = G,V and M, is the sector containing a
continuum of firms indexed by j € [0,1] and A, is the sector specific productivity shock.'

The flexible price agriculture sector (both vegetable and grain sector) firms optimize there

16 Also note that the optimal consumption demand for the 5 variety in the st sector is given by Csi(j) =

A\ —0 L
(L(J)) Cst , where Ps; = (fol Ps,t(j)lfedj) "~ is the sector s specific price index.

P,

I"Labor is assumed to be completely flexible across all sectors. This assumption assures equal nominal
wages across all sectors.

18 Anand et al. (2015) in their paper relax this assumption and assume that a fraction of households are
credit constraint and thus they have two budget constraints for two different type of households.

9Note that grain sector produce, Ye + (i) , comprises of two parts, one part is procured by the government,
Ypat (j), which is not consumed and another goes to the open market, Yog,: (i), to be consumed by
households. Each firm j in a sector produces a variety j of the sectoral good.



profit function each period, to set prices,

, 0
Poc.(j) = oo MCay (11)
<9 o 1> o Yoc,tkj)
in grain sector, and
, 0
Pa(j) = =7 MCvs (12)

in the vegetable sector.?’ In the above price setting equation (11) of the grain sector, notice
0

S A—

( *1)*yogi’(tj) ’

follows an AR(1) process described later. Given the level of procurement in a particular

that the price mark-up, is time-varying and increasing in Ypg+, where Ypg

year, Ypq+, grain producers set a price Pog,:. The government and the households buy the
grain at the newly set prices, Pog . Procurement thus acts as an inefficient supply shock in
the grain sector. Following Calvo (1983), we assume that only a fraction, (1 —ays) € (0,1),
of firms in the sticky price manufacturing sector adjust prices while the rest, o, of firms
do not. Price of the (1 — o) fraction of firms depends on current and discounted expected

future marginal costs and is given by,

0 E Ziozo O‘%Qt,tJrkYM,tJrk(j)MCM,tJrk
-1 Ey ZZO:O a?\/{@t,tJrkYM,tJrk(j) ’

Pii) =5 (13

where ;4 is the stochastic discount factor. The rest aj fraction keep their prices fixed
to last year prices, Pu 1. The aggregate price in the manufacturing sector is Py =

_1
[ons (Page—1)' 0 4 (1 — aag) (Pyr) ] =7 . The government provides a fixed employment
subsidy, 7, to firms such that the nominal marginal cost, MCs; = (J\l/l}f]szz = (174:):%, where

M PN, is the marginal product of labor in sector s = G,V and M.?! The purposé of adding

an employment subsidy is to get rid of the inefficiency in the model due to monopolistic com-

petition.

2.3 Goods market clearing

In the goods market, aggregate consumption demand for vegetable and manufacturing goods

equals output produced i.e. Cy; = Yy, and Cyy = Yars respectively. In the grain sector,

20Firms in the grain sector maximize profits, moc.: (j) = Poc.+(j)[Yoc,t(4)+Ypra.t ()] —MCq +[Yoc.+(j)+
Pog,t(4)
Pog,t
government from each firm, Ypg (), is assumed to be same across all firms in the grain sector, such that,
Ypa,t (§) = Ypa,: Vi € [0,1].
2Here 7 is the rate at which the cost of employment is subsidized by the government, such that (1 — 7) =
=1 Note that this subsidy is not provided in Ghate et al. (2018).

-0
Ypa.t (j)], subject to the demand constraint Yog+(j) = ( ) Yog,:. The procurement of grain by



demand for grain is derived from two sources, one is the government demand of grain produce
for procurement, Yp¢; and the second is from households who consume grain sold in the open
market. Thus the total consumption demand equals total output left in the open market
after procurement, i.e. Coa: = Yog, and aggregate demand for the grain good equals the
total output produced in grain sector i.e. Yog: + Ypa: = Y. These equilibrium conditions
hold true at the firm level j also, i.e. Cri(j) = Yui(j), Coct(j) + Ypar = Yei(j) and
Cv.i(j) = Yvi(j). We can now write aggregate output of the economy in consumption units

as,
Pog

Yi=0Ci + Ypa - (14)

t
In the last section we saw that procurement shocks translate into mark-up shocks as in
equation (11), but as shown above, procurement also has a more direct effect on output by
acting as a demand shock. For a given level of aggregate output level, procurement competes
with aggregate consumption, C; in two ways; (i) directly by higher demand effect, Ypq: ;

(77) by increasing the relative price of open market grain to the aggregate price level, P%f’t.

2.4 Log-linearized model

In this section, we will log-linearize the model using Taylor’s first order approximation around

the steady state with constant prices.??

2.4.1 Terms of trade and inflation rates

Aggregate or headline inflation rate is defined as 7, = In P, — In P,_; and similarly, 7y, =
In P —InPs,; 4 for s = A, M, OG, V denotes the inflation rates in agriculture, manufactur-
ing, grain and vegetable sector respectively. Manufacturing or sticky price sector inflation is
referred in the literature to as core-inflation rate. We define the inter-sectoral terms of trade
(ToT) as,

Tame = 5 (15)

which are terms of trade between the flexible price sector (agriculture sector) and the sticky

price sector (manufacturing sector), and the intra-sectoral ToT as

Poc
. 16
Py (16)

Togvs =

22For a variable X; with a steady state, X, X, =l (X¢) — In(X), is the log-deviation from its steady
state. A variable X' is its natural level or flexible price level and X; = X; — X[* is the gap from its natural
level or natural gap.

10



which are terms of trade within the flexible price sectors, i.e., between the grain sector and the
vegetable sector. Log-linearizing the above equations give, fA Mt = ﬁA,t — ﬁM,t and fOGV,t =
ﬁog,t — ﬁV,t respectively. Headline inflation rate can be written in terms of the flexible price
sector inflation rate and sticky price sector inflation rates as, m; = dm 4, + (1 — §)mas,. It can

further be re-written in terms of core-inflation rate and changes in terms of trade as,
T = T + OAT gnry, (17)

where, AfA Mt = fAM’t - fA wm.i—1- The last equation shows that changes in headline inflation
is affected by the core-inflation rate, which is more persistent in nature, and by changes
in the relative price movements of flexible price sector (agriculture) price, which are more

transitory in nature.

2.4.2 Sectoral and aggregate demand functions

Using the optimal sectoral demand functions as described in section 2.1 and the goods market

clearing conditions in section 2.3, we get the following sectoral demand functions,

?M,t = 6t+5TAM,t
Yiie = Co—(1—0)Tanre + (1 — ) Tocvs
Yoo = Cr— (1 —08)Tars — nTocvs
?G,t = (1—¢p) ?OG,t + Cp?PG,t
where, ¢, = %, is the steady state share of procured grain in total grain output. The
parameter, c,, is the distortionary and takes value between [0, %} . A positive value of ¢,
means that long run values of the procurement level is positive, which leads to distorted
steady states in the model.?® The above equations (18a — 18¢) imply that the demand for
sectoral output not only depends on aggregate consumption (income effect) but also on
the terms of trade between sectors (inter-good substitution effect). The aggregate demand

equation (14), can be log-linearized as,

Y, = (1= X) Co + A[Ypas + tiTocvs + (1 — 0)Tand] (19)

ZNote that the procurement affects the equilibrium conditions of the model only when ¢, > 0, which we
calibrate later in the model. With ¢, = 0, the model reduces to a standard multi-sector NK-DSGE model,
similar to Aoki (2001).

11



where, A, is a combination of parameters in the model and takes value zero when ¢, = 0, i.e.
absence of inefficiency due to procurement.?* It can be seen from equation (19) above, that
procurement creates a wedge between aggregate output and aggregate consumption. With

¢, = 0, the wedge goes away and equation (19) reduces to l//\; = 6,5.

2.4.3 NKPC and DIS equation

Log-linearizing the price setting equation (13) of manufacturing sector firms with its aggre-

gate prices, Py, gives the following manufacturing sector NKPC,

e = BE{m e} + A (O + 0) C, + )\M(STAM,t- (20)
where Ay, = W, ©; is a combination of parameters, equal to one and less than

one for ¢, = 0 and ¢, > 0, respectively. Any shock to the agriculture sector thus changes,
fAM’t and shifts the NKPC, affecting core inflation. The aggregate NKPC can be written
using the relation between headline and core-inflation in equation (17) and the following

relation between Y; and Cj,

Y, = (1= A) Cs + A1 = 0)Tanr, (21)
as,
m = BE{m) + AM%)Z + A (5 _ e (@b@it‘;)c(l - 5)) T
+6ATapss — BOE{ AT aps i1} (22)

The aggregate dynamic-IS equation for the model can be obtained by combining Euler’s
equation (9) and equation (21), as

Vi = BTy} — 12

(Re = Bdmea) = 7] = Al = OB ATaupn - (23)
where, 7} = aEt{A@"H}, is the natural rate of interest. Ghate et al. (2018) show that the
presence of procurement (¢, > 0) makes both NKPC and DIS curve steeper. This implies
that the effect of any terms of trade shock or relative price shock gets amplified in the

presence of an inefficiency such as procurement in developing countries. They also show that

24For details on the composite parameters refer to Ghate et al. (2018).

~

25Since, both grain and vegetable sectors are flexible price sectores, Tocvt =THav, and Togv,: = 0.

12



monetary policy transmission weakens in the presence of procurement since procurement
creates a wedge between consumption and output and only a fraction, consumed out of

output, gets affected by monetary policy.

2.4.4 Shock processes

In the model we have four structural shock processes namely, a procurement shock in the
grain sector, Ypq s, and productivity shocks in the grain sector, Aq,, vegetable sector Ay,
and manufacturing sector, A+, respectively. For the present paper we will only focus on
shocks to the grain sector, i.e. Ypg+ and Ag . The shocks in log-linearized form are assumed

to follow AR(1) processes as follows,

AlnAg; = pa, AlnAgi 1 +eage, €age ~iid. (0,04,) (24a)

In YPGﬂg —In YPG’ = pYPG (lIl YPG,t—l —1In ng) + €Ypa,t » E¥pa,t ™ 1.1.d. (O, O'YPGI24b)

2.5 Welfare loss function

We now turn to study the implications of procurement inefficiency on optimal monetary pol-
icy. We will also compare some implementable instrument rules, to find out what rule should
a central bank in developing country follow given that their economies are characterized by
inefficiencies such as procurement distortion.

Our objective in this section is to derive a welfare loss function which central banks
can use to evaluate the policy implications for the model economy described above. We
use the seminal work of Rotemberg and Woodford (1997, 1999) and Woodford (1999, 2003)
and take a second order approximation of the discounted sum of utility flows incurred by
a representative consumer in a rational expectations equilibrium. A standard form of the
welfare loss function depends on the squares of inflation and output gap. In case of a multi-
sector model we get a welfare loss function depending on squares of the terms of trade gaps
besides square of inflation and output gap.?® The approximation to utility here is taken as its
deviation from the efficient allocation and gaps are generally a deviation from this level. A
standard one sector NK-DSGE model has two sources of inefficiencies namely, a sticky price
sector (nominal rigidity) and monopolistically competitive firms with constant mark-ups
(real rigidities).?” In such a model, if the government provides an appropriate employment
subsidy to firms to do away with the inefficiency due to monopolistic competition, the flexible

price equilibrium coincides with the efficient allocation, such that natural gaps are same as

26See Aoki (2001), Huang and Liu (2005) and Benigno (2004).
27See Gali (2008, Chapter-3).
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efficient gaps. Now, if the economy is characterized by price/wage markup time-varying
shocks (generally referred to as inefficient supply shocks), the flexible price allocation does
not coincide with the efficient one.?® Here the natural gaps are not same as efficient gaps.?’
In the present paper there are three sources of inefficiencies namely, sticky prices in the
manufacturing sector (nominal rigidities), monopolistic competition (real imperfection) and
procurement distortion (real imperfection). We do away with the market power distortion
completely in vegetable and manufacturing sector and partially in the grain sector by giving
an appropriate employment subsidy as mentioned in section 2.2. The mark-up in the grain
sector as shown in equation (11) is however scaled up by the presence of procurement in
the model and a fixed employment subsidy, (1 —7), does not remove the market power
completely. If we did not have procurement here (with an employment subsidy), then the
flexible price equilibrium coincides with the efficient equilibrium, but we have a different
scenario with procurement. As discussed in section 2.3 the procurement of grain by the
government, impacts the economy by two channels. First, by raising prices in the grain
sector by affecting mark-up. Second, by reducing the aggregate consumption level directly,
as it deprives households of a part of the output produce. The monetary authorities are
only concerned with the effect of such a procurement policy on prices (through the mark-
up channel) and not the direct affect of procurement on consumption. Due to this, in the
current model, welfare loss function depends on output and terms of trade gap from not
from efficient level but from a flexible price level with no mark-up effect of procurement. We
call this flexible price level with no mark-up effect as welfare relevant level and gaps from

this level as welfare relevant gaps.?® The welfare loss function takes the following form,3*
1 Lt 2 ~) 2 ~ 2
We=—5E0 % 8" deat (maea)’ + 26 (CF) + A (T (25)
=0

where, Ay, Ag, Az, are combinations of parameters of the model detailed in the tech-
nical appendix. C} and T7},,, are welfare relevant consumption and terms of trade gaps,
respectively. The loss function depends on the squares of core-inflation/ manufacturing sec-
tor inflation, my,, which is expected as the manufacturing sector is the only sticky price

sector. This kind of loss differs from Aoki (2001) in two respects. First the gaps here are

28See Bhattarai et al. (2014) and Woodford (2003, Chapter-6).

29Note this is important here because the model equations like NKPC and the dynamic-IS curve are written
in terms of natural gaps. If the welfare loss function is in terms of efficient gaps, then some modifications
should be done to important equations mentioned above to do welfare analysis.

30For a variable X, )A(t* is the welfare relevant level and X7 is the gap from welfare relevant level, X; =
)?t — )A(t* . Any reference to gap will be welfare relevant gap by default from now in the text. Also note that,
without the presence of procurement, welfare relevant gap coincides with efficient gap and natural gap.

31Refer to part A of the technical appendix for detailed derivations..
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welfare relevant gaps as opposed to natural gaps in Aoki. Second, we have consumption gap
here instead of an output gap, as the consumption gap and the output gap are not same,
as described below. Both these differences appear here due to the presence of procurement
inefficiency (c, > 0).*> When we remove the inefficiency due to procurement, i.e. ¢, = 0, the

welfare loss function reduces to a standard welfare loss function,
1, o 2 >\? =~ 2
Wo=—5E0 Y 6 [ew () + (0 +) (Vi) + (@ +1) (1= )6 (Tanrs)
t=0

Note that the coefficient on core-inflation is not affected by the presence of procurement and
only the coefficient in front of real variables get affected by it. It is important to re-write
some equations in the model in terms of welfare relevant gaps for further analysis.®® The
aggregate output gap equation (21), the manufacturing sector NKPC equation (22) and the

DIS equation (23) can be written in terms of welfare relevant gap as,

Y = (L= A)CF + A1 =0Ty, — (1= M)zt (26)
e = BE AT} + M (0 +901) Cf + M0l + 25, (27)

Y = E {2?1} _U=A) [ﬁt — By {mprga1} — 7”?] +

o
(1 —2X.)o ~.
<T - A (1-0) | E, {ATAM’tH} (28)
respectively, where
* _ 1 U on o~ An Ac(l B 5) Tk n
T Aoy (Yt —-Y, ) - (Ct - Ct) S (TAM,t —TAM,t> :

e = Ao +v00) (Cf = ) + Md (Thar, = Thary)

32For the calibrated model, we find that that the welfare losses increases monotonically with increasing
value of ¢, both for procurement shock as well as productivity shock. Moreover, on impact the welfare losses
increase by 11% for the productivity shock when procurement distortion is present.

33Refer to part B of technical appendix for detailed derivations.
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and

Ao (1 —=9)

(1 —\ ) Et {AT‘ZM,t+1 - ATXM,tJrl}
g g

TS (2* - 2”) + mEt {?1;11 - 211} -

Note that z7,, 25, and 7} are functions of exogenous shock processes.

?: = ?? + Ey {5AT\2M¢+1} -

34

2.6 Monetary Policy Rule

For comparative analysis of monetary policy rules later in the paper, we will use a simple
Taylor rule as described in Taylor (1993) with an added relative price/ terms of trade term,

which takes following form,

Piam
Vi \?7 [ Tansa
Re= (R ) (35) (72
o) \Ti,

where ¢p is interest rate smoothing parameter, ¢, ¢; and ¢, are weights on headline

inflation, output gap and terms of trade gap respectively.>®> We keep headline inflation as
the measure of inflation rate here following Anand et al. (2015), where it is shown that
headline inflation targeting improves welfare outcomes. The terms of trade term is added to
the Taylor rule following Cuevas and Topak (2008), where the authors estimate such a Taylor
rule for South Africa and some other countries. They show that countries with high inflation
and inflation expectation show a more aggressive response to relative prices/ sectoral terms

of trade. The log-linearized version of above rule Taylor-rule is:
Ry = 6, Ry + bomi+ 65Y, + T (29)
When ¢ = 0, the above rule reduces to a standard simple Taylor rule,

R, = ¢r§t—1 + ¢Q.m + ¢§2* (30)

34Tn the absence of procurement inefficiency, all welfare relevant levels converge to the respective natural
level such that 27 ; = 23, = 0 and 77 =7}'. Also, for any variable X;, X = X;.

35We assume that the inflation target is zero.

36Note that gaps are from the welfare relevant levels.
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2.7 Description of parameters

Since we specifically model inefficiencies present in developing and emerging market economies
in this paper, we limit our search for deep parameters to these countries. In particular, we
pick most of the parameters estimated for Indian economy in literature as it features pro-
curement policy which we model as an inefficient shock in this paper. We set the discount
factor at § = .9823 as calibrated in Levine et al. (2012). We choose the value of the inverse
of the Frisch elasticity of substitution, 1) = 3 as used in Anand et al. (2015). The values
of the inter-temporal elasticity of substitution, o, elasticity of substitution between varieties
of the same sector goods, #, and the measure of stickiness for the manufacturing sector,
ayy, are set to 1.99, 7.02 and 0.75 respectively, as estimated in Levine et al. (2012) for the
Indian economy.?” We set the expenditure share on agriculture sector goods and vegetable
sector goods to be, & = 0.52, u = 0.44, respectively, as calculated by Ghate et al. (2018)
for the Indian economy. We choose shock parameters for productivity shocks in the grain
sector namely persistence, p,_, and standard deviation, o4, as 0.25 and 0.03 respectively
following Anand et al. (2015). The shock parameters for procurement shock , namely, persis-
tence, py,., and standard deviation, oy, are set to 0.4 and 0.66 respectively as estimated
in Ghate et al. (2018). Besides this the steady state value of procured grain to total grain
output, ¢,, is also set to 0.08 using Ghate et al. (2018). The Taylor parameters, namely,
interest rate smoothing parameter, ¢, weights on inflation, ¢,, and the output gap, ¢; are
set using Anand et al. (2015) to 0.7, 2 and 0.5 respectively. The weight on terms of trade
gap, ¢, . in the Taylor rule is set to 0.864 as estimated in Cuevas and Topak (2008) for the

South African economy. Table 1 summarizes the description of the parameter values.3®

37Levine et al. (2012) estimate a closed economy DSGE model for India using Bayesian estimation. They
use data for real GDP, real investment, the GDP deflator, and the nominal interest rate for India from 1996:1
(i.e. first quarter)-2008:4 (i.e. last quarter). We use the estimated values for the 2-sector NK model from
their paper.

38We use MATLAB version 2013 and Dynare version 4.4.3 for calibration.

17



Parameter Notation Value Source

Discount factor 6] 9823  Levine et al. (2012)
Inverse of Frisch elasticity of labor supply Y 3 Anand et al. (2015)
Inverse of inter-temporal elasticity o 1.99 Levine et al. (2012)

of substitution

Share of total consumption expenditure ) 0.52 Ghate et al. (2018)
allocated to agriculture sector goods

Share of total food consumption expenditure 0.44 Ghate et al. (2018)
allocated to vegetable sector goods

Elasticity of substitution between 6 7.02 Levine et al. (2012)
the varieties of same sector goods

Measure of stickiness oy 0.75 Levine et al. (2012)

Shock processes

Procurement in grain sector

Persistence PYpe 0.4 Ghate et al. (2018)
Standard deviation OYpe 0.66 Ghate et al. (2018)
Productivity shock in grain sector

Persistence PAg 0.25 Anand et al. (2015)
Standard deviation OAg 0.03 Anand et al. (2015)
Taylor rule parameters

Interest rate smoothing Or 0.7 Anand et al. (2015)
Weight on inflation gap ol 2 Anand et al. (2015)
Weight on output gap o 0.5 Anand et al. (2015)
Weight on output gap i, 0.864 Cuevas and Topak (2008)

Table 1: Summary of parameter values

3 Optimal monetary policy

This section will discus monetary policy rules that can minimize the welfare loss function
described in section 2.5. A monetary policy rule that minimizes the welfare loss function
is termed as optimal monetary policy. We will characterize optimal monetary policy under
discretion and commitment for the model described above using the welfare loss function in

equation (25).
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3.1 Optimal monetary policy under discretion

Optimal discretionary policy is a policy where the monetary authority optimizes on its

39

decision in each period without committing itself to any future actions. Formally the

problem can be written as,
1 Ao 122 Ao e N2
min. 5 [Wiu + < <C:> + LA (TZM,t> }
{mmpe, CF, T;;]\l,t’} 2 )\WM

subject to,
TMt = AM (0 +v¢064) Cf + )\M5T,ZM¢ + Z;,t

where the constraint is NKPC as described in equation (27) with given E;{mas;41}. Using
first order conditions from the above optimization and the aggregate output gap equation

(26), we get following 'targeting rules™?,

1 ~ 1

e S Vo N 31

TrMat X]_(l _ )\C) t X]_ Zl,t ( )
X, ~ X, 8 AnrAena

— _—Y* o _TTe Uk o e ol _ 32
Tt X1<1 — )\C) ¢ X0 Xy 1 + “3t )\m M1 ( )
™Mt = _—)\m TZM (33)

’ OAM Az !

where X; and X, are combinations of parameters and where, 23, = Aijt. As can be
seen from equation (31) above, a central bank cannot stabilize core-inflation and the output
gap together. In other words, it is not possible to achieve, 7y, = 0 and 17;* = 0, simulta-
neously.*r When 7,,, = 0, the output gap, EN/t*, would be —(1 — )z}, and when XN/t* =0,
TMt = —Xilzit, thus there exists a trade-off in stabilizing core-inflation and the output gap.*?
At this point we depart with Aoki (2001), where it is shown that strict core inflation tar-
geting is an optimal monetary policy for developing countries, given that these countries are
susceptible to terms of trade shocks. The departure happens because the developing country
like India are characterized by certain inefficiencies such as procurement intervention by the
government. Due to this inefficiency, as shown earlier, the flexible price equilibrium differs

from the efficient allocation and any attempt to bring core-inflation to zero (and output to

39Refer to part C of the technical appendix for detailed derivations.

10A targeting rule is the relation between target variables that the central bank seek to maintain at all
times.

411t is also not possible to achieve fj‘ e =0 and Yy = 0, simultaneously.

42Trade-off is defined as the variability in inflation (for any measure of inflation under consideration) that
needs to be forgone to stabilize variability in output gap.
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the flexible price counterpart) makes output deviate further from its efficient allocation.*®

Trade-off also exists between stabilizing headline (or aggregate) inflation and output gap as
shown in Aoki (2001), but here the trade-offs will be higher as they get amplified by the
presence of procurement. The trade-offs for optimal monetary policy under discretion are

plotted in Figure 2.
[ INSERT FIGURE 2 ]

Figure 2 shows the efficient frontier for a trade-off between core-inflation and output
gap stabilization, and between headline inflation and output gap stabilization (in la and
1b, respectively).*? An efficient frontier is a loci of all values of variance of inflation (core-
inflation, W?\M, or headline inflation, 7?) and variance of output gap <}7t*2> that minimizes
the welfare loss function for arbitrary values put on the weight given to output gap in the
welfare loss function. Since we do not have the output gap in the welfare loss function, we
vary the value of Az, as it would be proportional to the weight given to the output gap, such
that Az € [0, 500] 45 A point A and P in Figure 1a and 1b respectively, correspond to the
optimal policy results when Az = 0, i.e. when there is no weight on output gap stabilization.
As a result we see a large variance in the output gap. On the other extreme point C' and
R in Figure 2a and 2b respectively, correspond to the optimal policy results when Az is
sufficiently large. For the present model, the optimal policy under discretion represent point
B and @ in Figure 2a and 2b respectively. Figure 3 shows how the trade-off varies with the

procurement level.

[ INSERT FIGURE 3 ]

Figure 3 plots the efficient frontier for values of ¢, namely, 0.06, 0.08, 0.10, 0.12. As the
value of ¢,, a parameter capturing level of procurement, rises, the efficient frontier pushes out
such that minimum variances of inflation and output gap and thus minimum losses under
discretion are strictly higher for higher values of ¢,.*® The efficient frontier does not exist
for ¢, = 0, i.e. no trade-off exists between core-inflation and output gap stabilization in
the absence of procurement inefficiency. In other words, the minimum losses possible are

not zero but positive in the presence of procurement inefficiency. This means that central

43Note that this trade-off is generated when ¢, > 0. As shown earlier, with ¢, = 0, 274 =0,25, =0 (in
NKPC) and we again converge to Aoki’s result.

44We observe that a similar trade-off exists between stabilizing the terms of trade gap, T At and the
output gap, }7*, but not between terms of trade gap, TZM“ and core-inflation, mays 4.

45We minimize the welfare loss function under discretion here. We keep the weights on 7y, and T M.t
constant at, Ary, and A5~ . respectively. For details see, Woodford (2003, Chapter-6) .

an

46The efficient frontier for the calibrated value of the model is with ¢, = 0.08.
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banks in developing countries need more caution while setting their monetary policy, as the
inefficiencies in the real sector of their economy can modify standard results and alter the
policy response, as shown above.

The rate of interest rule for policy under discretion can be obtained by putting optimal

values of the inflation rate, output gap and the terms of trade gap in DIS equation as,

B (1—Xy) </ BY X, [/ 8V
e X3 t gz—(J: X3 21 +X3 ' gz—; X3 P45 (70 i Zl,t+1}
(34)

where X3 and X, are combinations of parameters. Note that the above discretion policy

rule is a function of current and future shock processes.

3.2 Optimal monetary policy under commitment

Optimal commitment policy is a policy where monetary authorities commit to a optimal
policy plan at all possible dates and states of nature, current and future.*” Formally, the

problem can be written as,

. 1 > Ao (=02 Ao (e 2
IIllI]N __)\ﬂ'MEO Z /Bt |:7T?W,t + )\_C <Ct ) + ;AM (TAM,t> ‘|
{(mares CF, Thgrd 2 — M oM

subject,
T = BE AT} + A (0 +901) CF + AT 3 pyy + 294

where the constraint is NKPC as described in equation (27). Using first order conditions
from the above optimization and the aggregate output gap equation (26), we get the following

‘targeting rules’,

i* = —wlﬁMﬂg - (1 - )\c)Zit (35)
TZM,t = —wsP Mt (36)
fort =0,1,2,...where w3 = Aap Al and ]3M7t = ]3M7t — ]3M7_1. ]3M,_1 is the price level in the

A—
TAM
manufacturing sector that prevails one period before the central bank chooses its optimal

plan. As can be seen, the targeting rule under discretion in equation (31) has inflation as
its target, but in case of commitment we get a price level target as an optimal targeting

rule. Trade-off between inflation and output stabilization also exists in optimal policy under

47Refer to part D of the technial appendix for detailed derivations.

21



commitment as plotted in Figure 4.
[ INSERT FIGURE 4 ]

The Figure 4 shows the efficient frontier for the trade-off between core-inflation and
output gap stabilization, and between headline inflation and output gap stabilization (in 4a
and 4b, respectively). The trade off exist between core-inflation and output gap stabilization,
only for ¢, > 0, as for the case under discretion as can be seen from equation (35). The
difference between the two optimal policies i.e. under discretion and under commitment
is that the trade-offs are higher under discretion than under commitment as can be seen
from the figure. The efficient frontier for the discretionary policy has a higher slope than
the efficient frontier for the commitment policy for all arbitrary values of A\ except when
Ag = 0, in which case the two policies coincide. A higher slope would mean higher trade-
offs, as for any given level of variance in the output gap a higher variance is inflation is seen
for policy under discretion then commitment. A commitment policy will thus give lower
minimum losses than the discretionary policy. Note that minimum losses possible are not
zero but positive in the presence of a procurement inefficiency both under the discretionary
policy as well as commitment policy.

The rate of interest rule for policy under commitment can be obtained by putting the
optimal values of the price level, the output gap and the terms of trade gap in the DIS

equation as,

00 k
=~ ~ = Ws 1 *
Ry = T +ws(a—1) Pue+ —— B > (;2) 2, t+1+k

o8 =
o N X
_m(l —A)E; {Zl,t—l—l - Zl,t} (37)
~ 1 t s 1 k
where, Pyry = Zﬁ Z%{ Z (;2) Z;,t+kfj
j=0 k=0

The nominal rate of interest is a function of past, current and future shocks.

Although the discretionary and commitment rule in equation (34) and (37) , respectively,
are desirable, they have certain disadvantages. First, these rules do not guarantee a unique
equilibrium, as these depend on specific parameter values. Second, they are not easy to
implement as they depend on current and future path of shocks which are not known to
the policymaker precisely. These imprecisions can lead to large welfare losses. At best these
optimal rules can be used as a benchmark for normative analysis. We therefore discuss some

simple rules which are easy to implement in the next section and do comparative analysis.
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4 Comparative analysis

Taylor (1999) discusses advantages of a class of simple rules over a class of optimal rules.
In this section we will calibrate the model and compare five monetary policy rules namely,
a discretion rule, a commitment rule, a simple Taylor rule without terms of trade gaps, a
simple Taylor rule with terms of trade gaps, as shown in equation (34), (37), (30) and (29),
respectively, and an optimal simple rule. Here the optimal simple rule is a rule like equation
(29) with value of coefficients, ¢r, ¢,, ¢; and ¢, such that the welfare loss function
is minimized.*® We do these comparisons for a positive procurement shock, ?pqt, and a

negative productivity shock, A\G,t to the grain sector.

4.1 Procurement shock

We analyze the response of the economy to a one period positive procurement shock in the
grain sector (s.d. 0.66) when the central bank follows five different monetary policy rules as
discussed above. Table 2 shows the welfare loss, values of coefficients, and standard deviation

of nominal rate of interest of the shock with different rules.

Rule Welfare losses ¢p o o i s.d.(R)
Simple Taylor rule

without ToT* 3.914x1073 0.7 2 0.5 0 0.0110
with ToT 3.565x1073 0.7 2 0.5 0.864 0.0117
Optimal Monetary policy

Discretion 1.196x1073 n.a. n.a.  na. na. 0.0055
Commitment 9.280x10~* n.a. n.a. n.a. n.a. 0.0127
Optimal simple rule 3.090x1073 0.576 2.029 0.741 0.601 0.0116

*ToT refers to terms of trade gap

Table 2: Monetary policy rules for positive procurement shock

A simple Taylor rule without terms of trade gap gives highest welfare losses. The losses
reduce by 9% when terms of trade gap is added to the simple Taylor rule and by 21% with
optimal simple rule.*® The optimal weight in front of fAM’t in the optimal simple rule is

positive and takes a value of 0.601. This means that sectoral terms of trade/ relative price

48To get the optimal simple rule, we do the numerical optimization to minimize welfare loss function in
Dynare. To do this we initialize the value of parameters with the calibrated values, i.e. ¢ = 0.7, ¢, = 2,
¢y = 0.5 and ¢4, = 0.864.

49Here optimal simple rule is the optimized simple Taylor rule with terms of trade gap which minimizes
the welfare loss function.
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gaps in the simple Taylor rule does improve welfare outcomes. Among the optimal monetary
policy rules, the commitment rule gives lowest welfare losses, followed by discretionary policy
and then the optimal simple rule. Since the optimal simple rule gives the lowest welfare losses,

it is best among the class of implementable rules considered here.

4.1.1 IRFs for a positive procurement shock

Figure 5a compares the IRFs for optimal monetary policy rules namely, discretion, commit-

ment and optimal simple rule for one period positive procurement shock.
[ INSERT FIGURE b5a |

On impact response to output gap and consumption gap is smallest under commitment
than discretion or optimal policy rule. Also under commitment the response of nominal rate
of interest is negative on impact, which is in contrast to other two policy responses. Due to
this, consumption falls less and aggregate output increases further up. The inflation seems
to be less persistent under commitment as the price level (both core sector and aggregate)
comes back to its initial level in the long run, and remain permanently high under discretion.
The optimal simple rule performs very well for most of the nominal variables like inflation
(both aggregate and headline), price levels and terms of trade. In fact the price level converge
very close to its initial values in long run, similar to commitment policy. On impact this
rule does contracts the economy more than the other two optimal rules, but in the long run
it performs very close to commitment policy. Figure 5b compares IRFs for implementable
simple rules namely, simple Taylor rule, simple Taylor rules with terms of trade gaps and

optimal simple rule for one period positive procurement shock.
[ INSERT FIGURE 5b |

On impact, the simple Taylor rule response to the shock is insufficient to stabilize nominal
variables like inflation (both core and headline inflation), terms of trade and price levels
(which remain permanent high). On the other hand, the response of a simple Taylor rule
with terms of trade gap is too aggressive, which deflates the economy such that the economy
converges to a price level lower than its initial level. The optimal simple rule performs the
best among all three implementable rules considered here in stabilizing inflation (both core
and output) and price level as discussed earlier. Since the trade-off exists between inflation
and output stabilization, we see that real variables response the least for simple Taylor rule.
But as summarized in Table 2, the losses are 21% less in optimal simple rule as compared

with simple Taylor and hence it is the best rule among considered implementable rules.
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4.2 Productivity shock

We now analyze the response of the economy to a one period negative productivity shock
in the grain sector (s.d. 0.03) when the central bank follows five different monetary policy
rules as discussed above. We do this in two parts. In the first part we do away with the
procurement inefficiency by putting ¢, = 0; in the second part we analyze the policies in the

presence of procurement with ¢, = 0.08.

4.2.1 Without procurement inefficiency

We put ¢, = 0 in this section, so that the results can be compared to any standard multi-
sector model with a negative productivity shock. Table 3 shows the welfare loss, values of

coeflicients and standard deviation of the nominal rate of interest of the shock with different

rules.?®

Rule Welfare losses ¢ o, o o 8.d.(R)
Simple Taylor rule

without ToT* 1.146x10~4 0.7 2 0.5 0 0.0120
with ToT 7.630x107° 0.7 2 0.5 0.864 0.0109
Optimal Monetary policy

Discretion 0 n.a. n.a. n.a. n.a. 0.0040
Commitment 0 n.a. n.a. n.a. n.a. 0.0040
Optimal simple rule 3.873x107° 1.240 1.792 0.568 1.005 0.0085

*ToT refers to terms of trade gap

Table 3: Monetary policy rules for negative productivity shock with no procurement

A simple Taylor rule without a terms of trade gap gives highest welfare losses. The losses
reduce by 33% when a terms of trade gap is added to the simple Taylor rule and by 66% with
the optimal simple rule. The optimal weight in front of fAM’t in the optimal simple rule is
positive and takes a value of 1.005, which is higher than our calibrated value of 0.864. This
means that sectoral terms of trade/ relative price gaps in the simple Taylor rule improves
welfare outcome. Among the optimal monetary policy rules, the discretion and commitment
policy are the same as both policies completely stabilize the core-inflation, output gap and
the terms of trade gap, i.e. mpr = }7,5 = @ = TVAMyt = 0. Note that there are no trade-offs

between stabilizing core-inflation and output gap when, ¢, = 0. Optimal simple rule although

50 Any values of losses less than 1073 are put a zero.
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performs worst among the optimal rules but is best among the considered implementable

rules.

4.2.2 1IRFs for a negative productivity shock without procurement inefficiency

Figure 6a compare the IRF's for optimal monetary policy rules namely, discretion, commit-

ment and the optimal simple rule for one period negative productivity shock.
[ INSERT FIGURE 6a]

The IRFs show that the discretion and commitment policies give the same response for
all the variables in the economy, as explained above. The core-inflation, output gap and
terms of trade gap are all zero under discretion and commitment policy rules, as there is
no trade-off. The price level return to its original levels in these two policies. The optimal
simple rule on the other hand performs well for the aggregate inflation and the aggregate
price level, but poorly for core sector inflation rate and the price level. On impact an optimal
simple rule also contracts the economy more than the other two optimal rules.

Figure 6b compare the IRFs for implementable simple rules namely, simple Taylor rule,
a simple Taylor rules with terms of trade gaps and an optimal simple rule for one period

negative productivity shock.
[ INSERT FIGURE 6b |

The response of most variables seem similar for all three rules on impact except, core-
inflation and price levels (both aggregate as well as core-sector) where optimal simple rule
performs better. Under an optimal simple rule core inflation is strictly less for all periods
and prices deviate less from the steady state in the long run. Between the second and fourth
quarter, the output gap, consumption gap and terms of trade gaps are more stable. Overall
the optimal simple rule performs the best by reducing losses upto 66% as compared to a

simple Taylor rule.

4.2.3 With procurement inefficiency

We put ¢, = 0.08, as calibrated for Indian economy, in this section. Table 3 shows the
welfare loss, values of coefficients and standard deviation of nominal rate of interest of the

shock with different rules.
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Rule Welfare losses ¢ ¢, b O  s.d.(R)

Y

Simple Taylor rule

without ToT* 1.278x1074 0.7 2 0.5 0 0.0125
with ToT 8.142x107° 0.7 2 0.5 0.864 0.0114
Optimal Monetary policy

Discretion 1.640x1075 n.a. n.a. n.a. n.a. 0.0042
Commitment 1.292x107 n.a. n.a. n.a. n.a. 0.0036
Optimal simple rule 4.879x107° 1.1563 1.8 0.548 1.001 0.0092

*ToT refers to terms of trade gap

Table 4: Monetary policy rules for negative productivity shock with procurement

As expected the welfare losses under all five rules are higher in the presence of procure-
ment inefficiency as compared to Table 3. A simple Taylor rule without terms of trade gap
gives the highest welfare losses here too. The losses reduce by 36% when a terms of trade
gap is added to the simple Taylor rule and by 62% with the optimal simple rule. The optimal
weight in front of TAM,t in the optimal simple is positive and takes a value of 1.001, which
is higher than the calibrated value of 0.864. This means that the sectoral terms of trade/
relative price gaps in the simple Taylor rule improves welfare outcome. With procurement,
the welfare losses are positive under discretion and commitment, as a trade-off now exists
and minimum values of 7y, 17,5*, @*, i*l ¢ are not zero. Among the optimal monetary policy
rules, the commitment rule gives lowest welfare losses, followed by discretionary policy and

then the optimal simple rule.

4.2.4 IRFs for a negative productivity shock with procurement inefficiency

Figure 7b compare the IRFs for optimal monetary policy rules namely, discretion, commit-

ment and optimal simple rule for one period negative productivity shock.
[ INSERT FIGURE 7a |

The IRF's show that with the procurement inefficiency, discretion and commitment poli-
cies do not give same response for all the variables in the economy, specially the price levels
(both aggregate and core-sector). Moreover, the core-inflation, output gap and terms of
trade gap are not zero under discretion and commitment policy rules, as there is a trade-off.
Between second to fourth quarter they become more stable for commitment policy. The
optimal simple rule on the other hand performs well for the aggregate inflation and the ag-
gregate price level, but poorly for core sector inflation rate and the price level. On impact,

the optimal simple rule also contracts the economy more than the other two optimal rules.
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Figure 7b compares the IRFs for implementable simple rules namely, a simple Taylor
rule, simple Taylor rules with terms of trade gaps and an optimal simple rule for one period

negative productivity shock.
[ INSERT FIGURE 7b |

The graphs in Figure 7b are not qualitatively different from graphs in Figure 6b, although
the presence of procurement affects the values of the variables. The output gap and con-
sumption gap are higher in the presence of procurement for all time periods.?® The response
of most of the variables seems similar on impact except, core-inflation and price levels (both
aggregate as well as core-sector) where optimal simple rule performs better. Under the op-
timal simple rule core inflation is strictly less for all periods and prices deviate less from
the steady state values in the long run. Between the second and fourth quarter, the output
gap, consumption gap and terms of trade gaps are more stable. Overall optimal simple rule
performs the best among the rules considered by reducing losses upto 62% as compared to

a simple Taylor rule.

5 Conclusion

Our paper contributes to a growing literature on monetary policy for India and other EMDEs.
Most of the literature in monetary policy setting for developing countries focusses on the
optimal inflation index that should be targeted to bring the economy close to the flexible-
price equilibrium. The real disturbances which can be a source of inefficient shocks to these
economies, and possibly bring trade-offs between inflation and output gap stabilization for
central banks, have not been studied much. In this paper, we identify market price support
present in the agriculture sectors of the EMDESs as a real disturbance leading to such trade-
offs. In particular, we study market price support in the form of a government induced
procurement policy in Indian economy, as a source of inefficient shocks. We derive the welfare
loss function of central banks and characterize optimal monetary policy under discretion
and commitment. We show that the presence of procurement induces trade-offs between
core-inflation and output gap stabilization, and between headline inflation and output gap
stabilization under both discretion and commitment rule. This result is a departure from
the existing popular view point that strict core-inflation targeting is the optimal monetary
policy for developing countries. This implies that central banks in developing countries need
more caution while setting their monetary policy, as the inefficiencies in the real sector of

their economy can modify standard results and alter the policy response. Among the class of

51For the other variables the effect is small and is not visible on the graphs.
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monetary policy rules considered for comparison, the commitment rule is the best rule with
the least welfare losses. Among the implementable rules it is seen that an optimal simple
rule with terms of trade gap as one of the target variables (besides aggregate inflation and
the output gap) reduces welfare losses significantly. As compared to a simple Taylor rule
without terms of trade gaps, the optimal simple rule with terms of trade gap reduces welfare
losses by 21% and 62% for a positive procurement shock and a negative productivity shock,
respectively. Thus, a simple rule with terms of trade/ relative price gaps can be used by

central banks in EMDEs to improve welfare outcomes.

29



References

1]

[10]

[11]

[12]

Acemoglu, D. & Robinson, J. (2001). Inefficient Redistribution. American Political Sci-
ence Review, 95(3), 649-661.

Anand, R., Prasad, E., & Zhang B. (2015). What measure of inflation should a devel-
oping country central bank target? Journal of Monetary Economics, 74, 102-116.

Anand, R. Kumar, N., & Tulin V. (2016). Understanding India’s Food Inflation: The
Role of Demand and Supply Factors. IMF Working Paper, 02/2016. Asia and Pacific

Department.

Anderson, K., & Hayami, Y. (1986). The Political Economy of Agricultural Protection:

East Asia in International Perspective. Sydney and London: Allen & Unwin.

Aoki, K. (2001). Optimal monetary policy responses to relative price changes. Journal
of Monetary Economics, 48 (1), 55-80.

Benjamin N. & Talab, I. (2011) . Agricultural Distortions, Structural Change and Eco-
nomic Growth: A Cross-country Analysis. American Journal of Agricultural Economics,

93(3): 885-905.

Basu, K. (2011). India’s Food grain Policy: An Economic Theory Perspective. Economic
€ Political Weekly, Special Issue, 46 (5), 37-45.

Benigno, P. (2004). Optimal monetary policy in a currency area. Journal of International
Economics, 63 (2), 293-320.

Bhattarai, S., Eggertsson, G., & Schoenle R. (2014). Is increased price flexibility stabi-
lizing? Redux. NBER Working Paper 19886.

Census of India (2011). Rural-urban distribution of population. Ministry of Home Af-

fairs.

Cuevas, A. & Topak S. (2008). Monetary Policy and Relative Price Shocks in South
Africa and Other Inflation Targeters. IMF Working Paper, 289/2008. Washington, DC:

International Monetary Fund.

Dev, M., & Rao, N. C. (2015). Improved Terms of Trade for Agriculture. Results from
revised methodology. Economic € Political Weekly, Commentary, 50 (15), 19-22.

30



[13]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[25]

Dewbre, J., Anton, J., & Thompson W. (2001). The Transfer Efficiency and Trade
Effects of Direct Payments, American Journal of Agricultural Economics, 83(5):1204-
1214.

Erceg, C., & Levin, A. (2006). Optimal monetary policy with durable consumption
goods. Journal of Monetary Economics, 53(7), 1341-1359.

FAO (Food and Agriculture Organization) Macro Indicators database. (Link:
http://www.fao.org/faostat /en/#data/MK) Accessed in June, 2017.

Fuhrer, J. C. (1997). Inflation/output variance trade-offs and optimal monetary policy.
Journal of Money, Credit and Banking 29(2), 214-234.

Gali, J., & Monacelli T. (2005). Monetary Policy and Exchange Rate Volatility in a
Small Open Economy. Review of Economic Studies, 72 (3), 707-734.

Gali, J., Gertler, M., & Lopez-Salido, J. D. (2007). Markups, Gaps, and the Welfare
Costs of Business Fluctuations. The Review of Economics and Statistics, 89(1), 4459.

Ghate, C., Gupta, S., & Mallick D. (2018). Terms of Trade Shocks and Monetary Policy
in India. Computational Economics 51 (1), 75-121.

Ghate, C. & Kletzer K. M. ed., (2016). Monetary Policy in India: A Modern Macroe-

conomic Perspective. Springer India.

Gilchrist, S., Ortiz, A., & Zakrajsek, E. (2009). Credit Risk and the Macroeconomy:
Evidence from an Estimated DSGE Model. Federal Reserve Financial Market and Mon-

etary Policy Conference.

Hammond, G., Kanbur, R., & Prasad E. ed., (2009). Monetary Policy Frameworks for
Emerging Markets. Edward Elgar Publishing Limited.

Huang, K. X. D., & Liu, Z. (2005). Inflation targeting: what inflation rate to target?
Journal of Monetary Economics, 52 (8), 1435-1462.

Justiniano, A., Primiceri, G. E., & Tambalotti, A. (2013). Is There a Trade-Off between
Inflation and Output Stabilization? American Economic Journal: Macroeconomics,

5(2), 131.

Levine, P., Vasco, G. J., Pearlman, J., & Yang, B. (2012). An estimated DSGE model
of the Indian economy. In C. Ghate (Ed.), The Ozford handbook of the Indian economy
(pp- 835-890). New York: Oxford University Press.

31



[26]

[27]

28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

National Sample Survey Report 68" Round. June (2013) Key indicators of household
consumer expenditure in India. Ministry of Statistics and Programme Implementation,
National Sample Survey Office. Report No. 558 (68/1.0/2).

OECD(2009) Agricultural Policies in Emerging Economies: Monitoring and Evaluation,
OECD publishing, Paris. DOI: http://dx.doi.org/10.1787/agr_emerging-2009-en

OECD (2016a) Producer and Consumer Support Estimates, OECD Agriculture statistics
(database). DOI: dx.doi.org/10.1787/agr-pcse-data-en (Accessed on 16 June, 2017)

OECD(2016b) Agricultural Policy Monitoring and Evaluation 2016, OECD publishing,
Paris. DOI: http://dx.doi.org/10.1787 /agr_pol-2016-en

Ramaswamy, B., Seshadri, S., & Subramanian, K.V. (2014). A Framework for Analysing
Food Policy in India. Mimeo. Indian Statistical Institute, Delhi Centre.

Rotemberg, J.J., Woodford, M., (1997). An optimization-based econometric framework
for the evaluation of monetary policy. In: Bernanke, B.S., Rotemberg, J.J. (Eds.), NBER
Macroeconomic Annual. MIT Press, Cambridge, pp. 297-346.

Rotemberg, J., & Woodford M. (1999). Interest Rate Rules in an Estimated Sticky
Price Model. In J. B. Taylor (ed.), Monetary Policy Rules, University of Chicago Press,
Chicago, IL.

Sharma, V.P., & Alagh, M. (2013). Food Subsidy in India: Its Components, Trends,

Causes and Reforms for Public Policy. Indian Journal of Agricultural Economics, 68(2).

Taylor, J. (1993). Discretion versus policy rules in practice. Carnegie—Rochester Con-
ference Series on Public Policy, 39, 195-214.

Taylor, J. (1999). Monetary Policy Rules. University of Chicago Press: Chicago, IL.

Timmer, C.P. (1989). Food price policy: the rationale for government intervention. Food
Policy, 14, 17-42.

WEO (World Economic Outlook), 2016. Subdued Demand: Symptoms and Remedies,
October, 2016. (Link: http://www.imf.org/external /pubs/ft/weo/2016,/02/)

Woodford, M. (1999). Optimal Monetary Policy Inertia, NBER Working Paper No.
7261.

Woodford, M. (2003). Interest and Prices: Foundations of a Theory of Monetary Policy.

Princeton University Press.

32



Figures

.6
|

Average MPS share of GDP (%)
4
1

Emerging and Developing Economies Advanced Economies
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Technical Appendix

Part A. Derivation of welfare loss function
The average utility flow at time ¢, is defined as

1
wy = U (Cy) — / o(N, (i))di (38)

0
where U (Cy) is the utility from the aggregate consumption bundle C; and v(V; (7)) is the
disutility of supplying labor N; (i) by the i* household. The welfare function would then

become,

W = E, 39
S () 39
Alternatively, the welfare loss function would become
> Wy — W
W =-FE L (et E— 40
> () (40
We take second order approximation to the U (Cy, ),

N C,—C o (Ci—C\?
U(Ct,)NUCC’< - )+Uwc( - )

using 22 ~ Z, + 172 where Z, =InZ, —In Z
~ 1 2 1 2 (A 1 ~2 ?
U (C’t,) ~ [jC C Ct + 50,5 + §UCCC Ot + §Ct

~ 1~ 1 ~
(€)= 0. (Gt 5C2) + 3UnC?C 4 OI
using o = —UU—CCCC

U(C,) ~ Uc[ct 1(1—0)02%”0” (41)

Now we take the second order approximation to v (N; (7)) . An " household supplies labor

to three sectors, i.e. grain (G), vegetable (V') , manufacturing (M)

v (Ne (8)) = v (N (i) + v (Nae (i) + v (Nare (4))
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Now v (Ny, (i) can be rewritten as V (Yy.(i), Avy), since Yy4(i) = AyNy, (i) . Similarly
v (Nasy (1)) and v (Ng (7)) can be rewritten as V (Yare(i), Anre) and V (Y,09(0), Yrar, Acy)
respectively. Consider second order approximation to v (N (i)) , since Yy,(i) = Ay, NY (4),
v (N (0) =V (Yed), Ave)
: : V.
V (Yuuli). Ave) =V (Yo, Av) + Ve (Yo (0) = Yo) + Vi (Ave = Av) + =7 (Avg — Ay)’

. \% .
+Vya (Yvy (i) = Yv) (Avy — Ay) + % (Yve () — Yo)* + (O]

. ~ . 1/~ .\2 ~ ~ N2
V (Yv(i), Avy) =~ WYy <Yv,t (1) + 3 (YV,t (2)> ) + V4 Ay (AV,t + (AV,t> )

+VyaYv Ay (}/}V,t (1) +

. S oo s )2 S
% (Yut(l), AV,t) =~ VyYV <YV7t (’l) + 5 (YV,t (Z)) ) + VYAYVAV <YV¢ (Z) AV,t)
WA S 402 .
+%Yvyv (YV,t (Z)) + ||O||3 + t.l.p.
Assuming the steady state to shocks is 1, i.e. Ay = Ag = Ay =1 and let gy, = —%

~

V (Yve(i), Ave) =~ WYy (YV,t (i) + <3A/v,t (Z)>2) —gviVWyyYvYy (?V,t (Z)>

% 5 .
+ VY (Vo () +10)° + tip.
Using Wy = 1/)%
. 5 5 1) (o )2 .
V (Yiu(i), Avy) = Vo Yo [YW (i) = vgva (Va () + (¢T> 0) } L IOIP + tip.

(42)
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Similarly for the manufacturing sector,

) S . S . + 2 .
V (Yare(i), Aare) = Ve Yu [YM,t (4) — Ygn,e (YM,t (Z)) + <¢ 5 ) (YMt( )) } + 0> +t.i.p.
_ (43)
where gy = —‘gfy—%. For the grain sector, consider second order approximation to

v (Ney (1),

since Y5 (1) = Yoe(i) + Ypet = AciNay (1)

V Yoci(1),Ypce, Act) ~ V (Yoa,Yrat, Ac) + Vv Yoa: (1) — Yoa) + W (Ypar — Yre)
+Va (Aci — Ag) + Voa Yoe: (1) — Yoo) (Ac: — Ag)

+Vya (Ypat — Yrar) (Agt — Ac) + N (Ags — Ag)?
Wy
+Vvy (Yog (1) — Yoa) Ypar — Yrar) + 5 (Yo, (i) — Yoa)’
v
+% (Yra: — Yray)” + O]

. -~ . 1 2 V4 2
V Yoc.(1), Ypci, Ace) =~ WYoq <YOG,t (i) + 3 (YOGt( )) ) + %YOGYOG <YOGt( ))
©

+WwaYocAc (?OG’t )AG t) + Wy YocYra (?OG,t (i) ?PG,t)
+ 101 + t.i.p.

VYAA\G,t
Wy Yoa

Assuming the steady state to shocks is 1, i.e. Ay = Ag = Ay =1 and let gogt = —

and gpat = —YPG,t

. =~ i 1 /5 0\ 2 % 2
V (Yoc.(1), Ypei, Ace) =~ WYoq <Y0G,t (i) + 3 (YOG,t (Z)) ) + ﬂYOGYOG (YOGt( ))

_gOG,tVYYYOG’YOG?OG,t (i) — QPG,tVYYYOG’YPGYOG,t (i) + |O|® + t.i.p.

Using Vyy = q/; ¢Yoc+ch t
V (Yog,(i),Ypar, Act) ~ WYoalYoa, (1) + 5 <YOG¢ (z)) + 1/) 2 Voo + Yoor) <YOG¢ (z))
t
_gOGtwL?OGt (i) — gPGﬂﬂY—YOGt (4)] + HOH3 + t.2.p.
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: _ Ypc
Since ¢, = Vooivoo:

V (Yogu(i),Ypay, Ace) =~ VyyOGDA/OG,t (i) + (W) <5A/OG¢ (Z)>2 (44)

— (goc.t (1 — ) + gpa.ecy) Yoc, (1)) + |OI° + t.i.p.
Therefore,
V(N (1) =V (Yvu(i), Ave) +V Yo (@), Anee) +V (Yoa, (1), Yeeu, Acy)

In the second order,

v (N (1)) = (42) + (43) + (44)

v (N, (1)) = WYy [?V,t () = Yagv. (?v,t (z’)) + (%) (?vﬁt (i)ﬂ

0 0=, ) + (£32) )]

+VyYoa {}/}OG’,t (1) + (W) <3A/0G,t @)2

4 (906t (1 = &) + grcacy) Yoa ()]
+ 101 + t.i.p.

Aggregating disutility over all households,

1

/ v(N, () di ~ WYy [E {?W (z’)} — gy, Ei {?v,t (z‘)} +

0

+ [W¥oos, {Foo. @} + (LU=D) 5 [Foc, 7}

1 (gocu (1 = ) + graucy) Bi { Tocu (i) |
+ 0N + tip.

(
#¥ir B {Tans 0} = vanna e {Fane ()
)
]
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Since Var (X) = E (X?) — (E (X))*

fuonona

{ (1 —gvs) E th( )} + <¥) [Var {?W (Z-)}
# BT )] ]|+ wva {(1 ) B {Fhus )}
( + ) {Var YMt [EZ {?Mﬂf (@}TH
(1-
(1

+WYoq [ Y (goa,t (1 —¢p) + gpra,icy)) B {?OG,t (l)}

ey )]

+ |0 + t.i.p.

It can be shown that (see Woodford (2003) and Gali and Monacelli (2005)),

Vv, = B {?V,t (z’)} +5 (9 ; 1) Var {Yw (z’)}
Ve = B { Ve ()} +% <T> Var {Var, (i)}

Toos = B {Toas (0} +3 (15 ) Var {Foau ()}

Therefore

1

/ o(NG) di ~ WYy {(1 — bgve) {?V,t _ % <%) Var {Vy, (i)}] + (?) Var {7, ()}

0

+3A/v2,t” + VY {(1 ) [?M,t 1 (9_—1> Var {YMﬂf (i)}}

(52 o 5]

+Vy Yoe {( ¥ (goas (1= ) + gpacy)) {?Oat _ % (‘)?Tl) Var {?OG,t (i)}}
+ (%) [Var {YOG,t (i)} + ?gat]] + 01 + t.ip.

Using a result in Woodford (2003) , since the manufacturing sector has sticky prices in place,

Var {?M’t (2)} = 0*Var {]3M,t (z)} .
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Similarly for the grain and vegetable sectors are flexible price sectors,

Var {?V,t (z)} = 0*Var {ﬁV,t (z)} =0
Var {?Og,t (z)} = 0*Var {ﬁoa,t (z)} =0

On simplifying we get,

1

/ v (N, (i) di ~ WYy {f/m — g Yy + (1#; ) YVJ (45)

0

+Vy Yy |:YMt — QﬂthYMt + - (0 + 'Lﬁ) 6*V ar {PMt ( )}

_l_ o~
(¢ ) Yy t} + WYoc [YOGt — (9ot (1 —¢p) + gpaicy) Yoo

1 1-—
+(w> YOGt:| +|0]? + t.i.p.

From the first order condition of consumption-leisure choice at steady state,

Ww W

Uc P
Note here P = PSPy ° = ng” )5P{}§PA14_‘5. Using the technical appendix of Ghate et al.
(2018),
6(1—c,) 0

: Py=Py=—
(9-1)(1—cp)—ch’ w =Py =g W

f—1
P = 77(17#)5 (—6 ) W

We assume that government provides employment subsidy, (1 — 7), to do away with ineffi-

Py =

ciency due to monopolistic competition. Here (1 — 7) = 51, This implies,

Uc
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Again using the technical appendix of Ghate et al. (2018),

Cu

- (1— —(1—p)s
C (1—=0)y
Cy 1
B, YoV S O
C oy
Coc 1
- (1— (1—p)é+1
C (1 —p) oy

Replacing Yar, Yy, Yog and Vi in equation(45) with Cyy, Cy, Co and Ug 4 ~#)9 respectively

we get,
1
o ai = vo s [F— v (L) 72 (16)
0
Tina— bauTaaa-+ 3 (07 +0) 0°Var {Pus 0}
(1/} —; 1) A]\24t:| — 1) 6 [YOGt — ¥ (gocs (1 — ¢) + gpeecy) Yoo
1+ (1-

( 2 )>WMJ}+HMP+tmL

Now, combining the second order approximation of utility from consumption (equation (41))

Now, we know that

and the second order approximation of aggregated disutility from labour supply (equation
(46)) in the average utility function (equation (38)), and using ,U/(S?V,t + (1—9) ?M,t +
(1 — ) 6Yoe, = Cy we get,

-~

1 N N N
w, ~ UcC [Ot + 2 (1 - ‘7) Ct2 —Cy + (1 - M) 0 (1 - ’Y) Yoa,: + pogvYv, (47)
+1 -~ 1 _ ~ .
— 10 <¢ 5 ) YVt (1 —0)YgnmsYare — 5 (1-=19) (9 Ly 1/}) 0*Var {PM,t (z)}

—(1-9) <¢) ;_ ) YMt (1 —p)oyy (QOG,t (1- Cp) - gPG,th) }/}OG,t

1+ 1—c¢ ~ .
- (= (RS 78 ] ol + i
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Simplifying further, we get

1 ~ ~ ~
Wy ~ UC C [5 (1 — O') CE + alVYV,t — Oégvy‘%t
~ 1 -~ .
+oin Y — B (1-9) (0‘1 + w) 0*Var {PM,t (z)} — O‘2MYZ\24,t

Yoo — Oézc:?g(;,t] + O + t.i.p.
where,
aqy (coefficient of ?V,t) = pdgy.

2
aqy (coefficient of ?M,t) = (1-0)vgum:

s 1
gy (coefficient of Y,) = ud (&)

agy (coefficient of ?AQM) = (1-9) <M)

2
ayg (coefficient of }/}OGJ) = (1 =)0 (v (906 (1 —cp) — gpaucy) + (1 —7))
% 1 1—
e (coefficient of Y34,) = (1—p)dy (M)
Now substituting,
?Mvt = 6t + 5TAM7t (48)

Yv. = C, — (1—90) j:AM,t +(1—p) fOGV,t
Yot = C, — (1—90) fAM,t - NfOGV,t

w, ~ UeC %(1—@@2—%(1—5) (0 + ) *Var { By, ()}

+ (v + a1 + i) at + (o — gy (1 —0) — aig (1 —9)) j—\'AM,t

+ (o (1 = p) — awgp) fOGV,t — (agy + azu + ang) CF — [v20r6” + gy (1 — 5)?

+age (1 — 5)2] j—\flM,t - (a2V (1- U)Z + 042GM2) ngV,t

— (29018 — 209y (1 — 8) — 2026 (1 — 6)) CiTansy

— 2oy (1 — ) — 2002614 é\tTOGV,t — (2o (1 = 0) pp — 29y (1 = 6) (1 — p)) fAM,thGV,t]
+ 1O + t.i.p.
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Now we use the fact that }/}OG,h fOGw, ffw, are t.i.p. as they are natural levels.

athM,t = (?V,t + (1 - 5) T\AM,t - (1 - M) fOGV,t) fAM,t
= }A/V,thM,t +(1-9) j—\flM,t —(1—p) fOGV,thM,t

w, ~ UcC {—% (1= 0) (07 + ) 6°Var {ﬁM,t (@')}
+ [(om/ + gy + aig) — 2agy (1 — p) — 2aa6u) fogw] Cy + [(a1n6 — oy (1 — 8)
—ane (1 — 6)) — (2000 — 209y (1 — ) — 2096 (1 — 6)) (?V,t (1 p) TOGW)
(2006 (1 — 8) 1 — 200y (1 — 8) (1 — ) fOGW] Tants + (ary (1 — 1) — arep) Toovs —

|:_1 (1 - O') + (OKQV + aopg + OéQG):| @2 - [(OQM(52 + oy (1 — 5)2 + o (1 - 5)2)

2
+ (1= 0) (228 — 200y (1= 8) = 205 (1= 8))) Thary = (cov (1= 1) + csep®) Ty
+O1? + t.i.p.

wy ~ UsC [—% (1-9) (9_1 + ?/)) 0°Var {ﬁM,t (Z>} + ﬁlcat

. N o o~ o~
+BrramTams + BirocvToavie — BacCt — BaramTans — BaroavIoevs

+ 1O + t.i.p.
where,
B¢ (coefficient of @), = (aqy + oy + a1g) — (2asy (1 — ) — 2aaap) T\OGW
Bye (coefficient of C?) = —% (1—0)+ (ay + oy + aog)
Byrans (coefficient of fAM’t) = (aqpmd —agy (1 =96) —arg (1 —=9))
— (202010 — 200y (1 = ) — 2006 (1 = 6)) (Vv — (1= ) fOG’V,t)
— (2006 (1= ) pp — 200y (1 = 0) (1 — 1)) Tove
Boran (coefficient of T\EMJ) = (a2M52 + agy (1 — 5)2 + agg (1 — 5)2)
+ (1 = 0) (29010 — 202y (1 — §) — 226 (1 — 0))
Biroc (coefficient of fOG,t) = oy (1 —p) — aigp
Baroc (coefficient of féG,t) = oy (1= p)® + o
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Uy C ) o _
wy o — © [(1 —9) (9 Ly ¢) 0*V ar {PM,t (z)} — 28,604
—2B1raniTany — 2BaroavTocvs + 2B5cCF + 262TAMT31M,15 + 262T0GVT5GV¢]
+ 0N + t.ip.
U~ C _ ~
w, A~ — 02 {(1 —8) (07 + ) °Var {PM¢( )} + 2800 (02 glz (Jt)
2
—~ ﬁ ~ ~ ﬁ ~
+252TAM (TEXM,t — M TAM,t + 252T0GV TgGV,t — STocV TOGW
Boram Baroav
+ 1O + t.i.p.

Note here 531, B17ram Biroay are functions of shocks and By¢, Byranr, Barocy are constants.

Uc C ~ ~ a0\2
wy - {(1 —8) (07" +4) 0°Var {PM7t (z)} + 2085¢ <C’t — Ct> +
. ~ 2 . ~ 2
+2B9ram <TAM,t - TAM,t) + 2B5r0Gv (TOGV,t - TOGw) ]
+ 101> + t.i.p.
where 2651200 = @*, fﬁfﬁ = T\j Mt QgZTchc‘:v = fgcw.The welfare function reduces to,
Uc C 2
wy —= [( —0) (07 +¢)92V0”"{PMt()}+2520< ) +

~ 2 ~ 2
+2Bo1ram (TZM,t> + 2B3r0av <T5Gv,t> } +|O]® + t.i.p.

where Cy — Cf = Cf, Tane — Thnry = Thnry- Since Togve = Thavy, and Thay, & Toay, are

functions of shocks, it is t.i.p. Lifetime welfare function,

we = B>
=0 Uc C

+20srans (i) | + 101" + e

) ——EoZBt[ (6 +¢)92v@r{PMt()}+252C<C*> N

Using the following result from Woodford (2003),

C t = N 294 t
Eotz;ﬁ Var {PMJ (z)} = 0= Ban) (1 = OéM) Zﬁ 7TMt

t=0

52Please refer Chapter 6 of the book.
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N ~ \ 2
Wt — EO;/Bt <U;Utc> ——E()Z/B |: ﬂ-Mt /\5 (Ct*) +
+A T <T;§M,t> 2} + ||O||3 + t.i.p.

an(1-8) (0~ +v)6? .
?41—5041\4()(1—%1)) y Ag = 2B9¢ and A = 2B97.4p- Finally,

0o )\ _
W, = Eogﬁt(UZUt(;,) 1 WMEOZ/B {WMt—i-)\ <C*>2—|—

N (o |
oA @™ ] + [0 + t.ip.

where A\ =

With special case when ¢, = 0, continuing from equation (47) and using the fact that v =1

when ¢, = 0, we get,

1 A > +
w, ~ UsC [5 (1 —0) CF + udbgy Yy + ud <¢ 5 ) YVt

(1= 8) dgar,Vars — % (1-8) (07 +0) 0*Var { Puy ()} — (1~ 9) ("‘Z’ + 1> 72,

2
. 14
+ (1 —p) 0vgoctYoar — (1 —p) o 5 YOGt + |0 + t.i.p.

Using demand functions and simplifying further we get,

we —%UCO[«HW( =Cr) 1) (1= 08 (Tanee — Thass)

. e 2
+ (W +1)pud (1 —p) (Tocv,t - TgGV,t)

+(1—0) (07" + ) 0*Var {ﬁM,t (i)}] + O] + t.ip.

where,

O+ — (n— (0gys + (1 —6) Y + (1 — 1) 69 goc.t)
t t (o +¢) ’

(1 —6)0v (gars — pgve — (1 — p) goa,)
(Y+1)(1=9)6 ’

Yud (1 — p) (gvie — goa,t)
W+Dps(1—p)

* _ J—
Tane = Thmg =

-~ B
Tocvy = TOGVt
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Since ¢, = 0, C; =Y,

2

w0, ~ —%UC C {(g ) (2)2 F 1) (1-0)8 (Tany) +
(1-8) (67" + ) 0*Var {ﬁM,t (z’)H O] + Lip.

~ S N . - . -
where Vi = Y, =Y, Tany = Tamy — Thrry and Togve = Toave — Toay, = 0.

Lifetime welfare function thus becomes,

W= 0 () 2 =35 Yo [ e+ ) ()
+(p+1)(1—-6)6 (TAM,t>2] + O] + t.i.p.

Part B. Derivation of aggregate goods market condition, NKPC
and dynamic-IS

Re-writing manufacturing sector NKPC, aggregate goods market condition and DIS in terms
of gaps from the welfare relevant levels instead of natural levels.

Aggregate goods market clearing condition,
Y, = (1= A)Ci + Ae(1 — 6)Tanry
Adding and subtracting relevant the welfare relevant levels, we get

(V=) £ % = (=2 (G- Cr) == A)E;

(1= 0) (fAM,t _ f;;M’t) £ (1= ) Thare
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(1 _ /\c) (TAM,t - TAM,t) + (1 _ )\c) (Y; - Y; )
1 ~ Ae(1—=0) ~
— Y} T; iy 4
TESWE 1— ) AMt T 1t (49)
x 1 U vn Ax  An )‘C<1 — 5) Tk n
where 2y = A=) (Yt - Y ) — <C’t — C’t) — m (TAM,t - TAM,t) .

Manufacturing sector NKPC,
mars = BE AT a1} + Aar (0 +101) Cr + May6Tanss
Adding and subtracting relevant the welfare relevant levels, we get
Tt = BE, {masas1 b s (0 +101) (@ - @”) s (0 -+ 001) CF A0 (@M,t - T}}M,t) AT
Ty = BE {7TM,t+1} + Ay (0 +961) 5: + AMéTZM,t + ZS,t
where 25, = Ay (0 +9YO1) <@f - é{‘) + Ao (fZM,t - ij7t> :
DIS equation,

Y, = B Vi) —

(1 ;)‘C) [ﬁt — B {m1} — ?ﬂ - A(1—=0)E; {AfAM,tH}

Adding and subtracting the welfare relevant levels, we get

(1 — /\c)

(2 — 17;”) + ?t* = F {?tﬂ — }?tzl} + E; {2?1} - [ﬁt = B {mi} - ??]

e (1= 0) B { ATanrain = ATy} F A (1= 0) B { AT 0}
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Re-arranging and substituting 741 = mare41 + 5Af,4 Mi+1 as P = PthP]\l[’t‘s,

Vo= BV - d ‘(fc) (B = By {magn} = 77| + (w — (L= 5)) B AT e |
where ?;k = ?? + E, {5AfZM,t+l} - %Et {Asz,tH - AT\XM,tH}
G j/\c> <§Aft* - }/}tn) + =) j/\c)Et {/Y\:H - 2i1}

Part C. Optimal monetary policy under discretion

Minimize welfare loss function subject to constraint the aggregate NKPC. Lagrangian,

Ly

min —

2 G (A0 M (e )
Ty + pw (Q) + Ny (TAM,t>

~n | mars = A (0 +101) Cf = Aasd T, — 23,

First order conditions,

L
OL. = MMt — ¢1 =0
aTI'M’t
(9Lt 5 =~
— = C; A ©,)=0
aC; MM<t>+%A“U+w1)
8Lt /\m ~
— = =48 (7T + o A0 =0
8T;§M7t )\ﬂ'M < AMJ) 1o
This implies,
A ~
TM ¢ —ﬁTZM,t
~ A 1) A\,
Gr o~ A (o +/\w~ 1) M7TM,t
c
We know that,
Y ]' Uk )\C(]' - 5) o *
Ot - (1 _ )\C)Y; - (1 _ /\c) TAM,t +Zl,t
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Substituting for 5;‘ in first order conditions, we get

~ A (0 +1001) (1 — X)), Ae(1 —0)0 A A .
g ECESTLES B SV MUY, Y o) IR
c TAM
A (0+101) A g Ae(1—8)AnrAmar |
Let [ M /\51 Moy (17)\6))\%1‘” = X1, such that
1 ~ 1
_ _—Y* T =
T Mt X1<1 _ )\C) t Xl Zl,t
Since m, = T + 6AT\AM¢,
TMme = Ty — 6AT/*1M7t — Z;t (52)

where, 23, = AT\Z M- Substituting T e from FOC, we get, it in above equation,

Tme = Ty )\TAWMJ .y
TAM
At et 1 ~ 1 52\ ashoar
= - 1 _ Y* R BRI ) )
K < )\m {Xl(l —A) et X “Lt /\T/E]\//[ TM =1 T 23
Let (1 — %) =X,
TAM
X2 i}* X2 * + * 52AMA71’M
e N < Zay— ————— T M-
t Xl(l - )‘c) ! Xo X Lt 3t )\m Mt—1

To get the optimal value of manufacturing sector inflation, 7y, consumption gap, 6;‘,output
gap, }Z*, terms of trade gap, fj m, and aggregate inflation, m;, we first substitute value of
Cy and T3 u,¢ from equations (50) and (51) into the NKPC, we get

Xy = BE AT} + Z;,t

202 Ao

where X3 = |1+ Ay (0 +10;) /\M(“Jrj\fl)A”M + A= ] . Thus optimal level 77, , is

TMt = X3 X3 2,t+j

J=0
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Substituting this in the first two FOC’s, we get optimal value T g and 6’: as,

~ Aodard 1 S ( B >J’
T = —— — | 2.
AM,t Am X3 JXZ; X3 2,t+j
Ao+ YO Ay 1~ (B T
¢y = Ao EJZO E 22 t+j

Substituting this in equation (49), we get following optimal value }2*,

Yi=—-(1-2X) [fg jz:; (E) Zagty T 21

Substituting value in equation (52), we get optimal value of aggregate inflation, m,

Xo [ X/ B8V ., ) 1, L P <=/ 8Y .,
”:Z[EZE(E) e ] I ot s oy w— ; X, ) i

TAM

To get the optimal instrument rule, ﬁjf we will substitute optimal values 2*7 T Aare and Ty

() )

: (UXl " )\)‘A;:\gé (1 j)‘c) ((1 0)\6) A 5))> - {i:; (Xﬁs)j AZ§7t+1+j}]

Let (0X; + 2 o (0220 \ (1-9))) = X,

in DIS equation, we get,

D ~ * 1
Ry = 17— ok, {AZ1,t+1} + X

Ay (I=Ae) o

Ry =T} +( d {Z ( ) Z2,t+1+j}+X§Et {Z (fg) AZ?,t-f—j} —ok {AZUH}

57



Part D. Optimal monetary policy under commitment

1 > A= /~\2 A s~ 2
L, = _ min —=ArmEy E 5t |:7T?\4t + ¢ (C:> + <T;§Mt)
{mare, CF Thn 0 THov,e 2 t=0 7 )\”M )\”M 7

—¢t <7TM,t - 5Et {7TM,1;+1} — A (‘7 + 1/1@1) a: - AMéTZM,t - th)]

First order conditions,

oL,

Omars = Tmi— @+ ¢ 1 =0 Q)
aaéti = )\/234 <5t*) + oA (0 +901) =0 (ii)
3%1 = T (Ty) + o =0 i)
From equations, (ii) and (iv),
O v A TR
s _Aj%(sﬁMvt’

respectively, such that from (i) we get

e - \a -
+ ¢ Cy — g cq, =0
M /\WM)\M (O' + ¢@1) ¢ )\TrM/\M (0’ + 77[)@1) =1
A ~ A~
TAM T* _ TAM T* = 0
TM t + )\WM)\M(S AM.,t )\WMAMé AMt—1
Re-writing, we get,
~ ~ Ar A S}
G = O, - Aot o),
C
Tk T >\7rM/\M6
TAM,t - TAM,tfl - —/\N Mt
TAM
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Using value of é’t* from the aggregate output in above equations, and putting,

= wp, we get
AT Ag

(}\C<1 _ 5) >\7rM)\M5 I /\WM)\M<1 — )\C) (O' -+ ¢@1)>

T = Vit~ — (1= A [2h, — o]

We now assume that ¢_; = 0, such that,

TMO0 = Cbo
which implies,
TAM
— __TAM
7TM7O )\TI-M)\M(S AMO
_ Ac o
)\WM/\M (O’ + 1/1@1>
and Yy = —wimao — (1= A)20,

Writing the above equation recursively,

= - 100 [T T
= _wlﬁM,t_(l_)\c)Zit

where P Mt = ﬁM,t — ﬁM7,1. Similarly,

5: = —Ww2 (ﬁM,t - ﬁM,—l) = —w2]3M7t
TZM,t = —Wws (ﬁM,t - IBM,q) = —w;»ﬁM’t
)\WM/\M (0' + 770@1) >\7rM/\M5
where wy = . wy =
A i

59



To get the optimal values of variables we substitute the value of 5;‘ T A in NKPC. Re-
writing NKPC,

ﬁM,t - ﬁM,t—l = BE; {ﬁM,t+1 — ﬁM,t} + A (0 +10y) 51:* + )‘M(ST/*XM,t + 25
ﬁM,t — ﬁM,tfl = BE; {ﬁM,t+1 - lBM,t} + A (0 +90q) éf + )\M(Sffuw + 254

substituting values from above,

~ ~ ~ .
Py = waPari—1 + BwsEy {PM¢+1} T Wazyy

1
L+ B+ Ay (04 ¢0O1) wa + Aprdws

where, wy

Solving this differential equation,

~ ~ = .
Py — waPi1 — PwaFy {PM,t+1} = W2y,

PM,t—l [—W4 + F— 6&)4F2] = W4Z;’t

such that, F" X, = X;,,. Let 511 and s be the roots of quadratic equation,

1—+/1—48w? 14 4/1—4pwi

d 0 —
25&)4 ane 72 2&&)4

=

: 53
Assuming, s > 1,

1 & g
PMt—%1PMt1 _52( )z;,t+k

k=0

i* = —wlPMJ — (]. — /\C)Zit
= 1~, (1=X) .,
Py = —Lpr 02

Wi w1

Substituting value in the optimal price path above,

Y;e* — %1Ytt1 - (1 - )\c) [Zr,t - %lzik,t 1] — %25 Z < ) 2t+k

53,4 > 1 and s < 1 has been verified for the calibrated values of parameters of the model.
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Similarly,
T,ZM,t = %1T:§M,t—1 Z ( ) 2t+kz
Putting these equations in following re-written DIS equation,

g

fif = 7, +wskE, {ﬁM,t—l-l - ﬁM,t} - m(l — A By {Zik,tﬂ - Zik,t}

g

Ef =7, + wsE} {JSM,tH — JSM,t} - u_—Mﬂ — ) Ei {Zit—H - Zit}

Re-writing P Mt

o~ ~

~ = 1 &
Pyuy = Py _Z( ) 21k
Bk
= Z —q
AR ()

Therefore,
E*—?*—FCUS(%l_l)PMt‘i‘_Eti - kzg lk_L(l_)\C)Et{ZT 1=
e =T 2 ) PRI S
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