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Goals

Recap: Forecasting from an AR/MA/ARMA process
Measuring forecast accuracy.
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Recap: Principles of time-series forecasting

xt is a stochastic process with date from t = 1, . . . ,T .
We want to forecast xt+s for s = 1, . . . ,S.
s = 1 means one-step ahead forecasting.
s > 1 means multi-step ahead forecasting.
Assume that xt is a stationary process, forecasting uses

values of the variable till T .
Assumptions about the properties of the process.

Advantage of time series models (over causal models):
easy to compute, becomes a benchmark/preliminary step
for further modelling.
1970’s: controversies about forecasting performance of
ARIMA vs. causal models – ARIMA models had better
forecast performance.
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Principles of forecasting

All AR/MA/ARMA model can be expressed in three
different ways:

1 The difference equation: (1− φL)xt = (1− θL)εt
2 In past innovations: xt = (1− θ̂(∞)L)εt
3 In past values: xt = φ̂(∞)Lxt + εt

Each ought to give the same answer but makes different
demands for information for forecasting.
Easiest to compute: the difference equation
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Some observations about the forecast errors

Notation: x̂t(l) is the forecast at time t for lead time l , or l
periods ahead. This is the minimum square error (mse)
forecast for xt+l .
x̂t(l) = E(xt+l |It), the conditional expectation of xt+l .
One-step ahead forecast errors are uncorrelated.

ε̂t(1) vs. ε̂t+1(1)

Multi-step ahead forecast errors are correlated.

ε̂t(1) vs. ε̂t(2)
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Inputs to calculate a multi-step ahead forecast for an
ARMA DGP

If DGP is
xt = φ(q)Lxt + εt + θ(q)Lεt

,
the forecast x̂t(l) requires:

The xt−j terms that have already happened at the origin (t)
are left unchanged.
The xt+j terms that have not happened at t are replaced by
their forecasts at t , x̂t+j .
The εt−j which have happened at t are replaced by their
model forecast errors xt−j − x̂t−j .
The εt+j which have not happened at t are replaced by 0.

Once this is available, forecasting by the difference
equation can be done.
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Recap: Forecasting using an AR model

One–step ahead forecast for yt given It = (yt−1, yt−2, . . .)
If the model is AR(1), one-step ahead forecast, xt(1):

E(yt+1|It) = ŷt+1 = a + φ1yt−1

The one-step ahead forecast MSE of an AR(1) model

E(yt − ŷt)
2 = (a + φyt−1 + εt − a− φyt−1)

2

= σ2
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Recap: Multi-step ahead forecasts for an AR(1) model

MSE of a two-step ahead forecast for AR(1)

E(yt+1 − ŷt+1)
2 = (a + φyt + εt+1 − a− φŷt)

2

= (φ(a + φyt−1 + εt) + εt+1 − φ(a− φyt−1))
2

= (φεt + εt+1)
2

= (1 + φ2)σ2

The MSE for an s-step ahead forecast for AR(1) is:

E(yt+s − ŷt+s)
2 = (1 + φ2 + φ4 + φ6 + . . .+ φ2(s−1))σ2

The MSE becomes larger for longer forecasting horizons,
and is σ2/(1− φ2) asymptotically.
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Recap: Forecasting using an MA model

One–step ahead forecasts: We have
It = (yt−1, yt−2, . . . , εt−1, εt−2, . . .)
We need to forecast yt .
If the model is MA(1),

ŷt = α+ E(εt) + θ1εt−1

= α+ θ1εt−1

Forecast error: Mean Squared Error (MSE).

MSE = (yt − E(yt |It))2 = (εt + θ1εt−1 + θ2εt−2 + θ3εt−3 + . . .)

−(θ1εt−1 + θ2εt−2 + θ3εt−3 + . . .)

= σ2
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Measuring forecast accuracy
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Features of the forecast errors

There are several methods to measure the accuracy of the
forecasting model – all of them are based on the behaviour
of the forecast errors.
Here, there are two kinds of errors:

1 In-sample errors.
2 Out-of-sample errors.

If the model parameters is such that it minimises the
forecast errors, the “‘one-step-ahead” forecast errors,
xt(1)− x̂t(1) are:

On average, these should be zero.
On average, these should be uncorrelated.

These features must be true for both the “in-sample” and
“out-of-sample” forecast errors.
This becomes a method to select between alternative
models for the DGP.
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Forecasting accuracy

There are diffferent ways to summarise the forecasting
accuracy.
Typically the measure used is the RMSE. However, this
A crucial ingredient to choosing a evaluation criteria is the
purpose for which the forecast is being made.
There is no one best criteria.
These are typically to the “out-of-sample” forecast errors
for the evaluation of alternative forecasting models.
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Forecasting accuracy criteria

Mean absolute deviation/error (MAD/MAE) average of the
absolute values of the forecast errors.

Mean absolute percentage error (MAPE)
Correlation of forecasts with actual values regression R2 of

changes in actual values of the variable with the
changes in forecasted values.

Percentage of “turning points” forecast typically calculated for a
binary variable. (Typical measure used – Kuiper’s
score – percentage of ones correctly forecasted
less zeros incorrectly forecasted.)

Conditional efficiency of two different forecasts x̂a, x̂b.
In a regression of x̂a, x̂b on xt , check if the
coefficient on x̂b is zero.
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HW – due on Friday, 9th October

1 For the data series in samples.rda, evaluate the
out-of-sample “forecast accuracy” of the two “best”
forecasting models, using

1 MAD
2 RMSE
3 Correlation of forecasts with actual values.

(Refer to Granger-Newbold(1973) Some comments on the
evaluation of economic forecasts in Applied Economics,
5, 35–47.)
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