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Abstract

This paper considers implementation in undominated strategies by fi-

nite mechanisms, where multiple outcomes may be implemented at a single

state of the world. We establish a sufficient condition for implementation

applicable in a general environment with private values. We apply it to

three well-known environments and obtain strikingly permissive results. In

the single-object auction, the second-price auction with a reserve price can

be outperformed in terms of revenue. In the public good provision prob-

lem, the Vickrey–Clarke–Groves mechanism can be outperformed from the

viewpoint of a designer who wishes to minimise deficit subject to efficiency.

In the two-sided matching environment where preferences on one side of

the market are private information, the social choice correspondence that

outputs all stable matchings at every preference profile, is implementable.
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1 Introduction

Robustness is a central concern of implementation theory. A mechanism is more

robust than another if it depends less on the “details” of the environment such as

agents’ beliefs about the state of the world, and/or their beliefs about each other’s

rationality.1 The traditional approach to achieving robustness in the private-value

environment is to require dominant-strategy implementation. Imposing this re-

quirement, however entails the drawback of demanding “too much” in several

environments. For instance, according to the Gibbard–Satterthwaite Theorem

(Gibbard, 1973; Satterthwaite, 1975), the only social choice functions that can

be implemented in the unrestricted domain of preferences are the dictatorial ones

(provided that the range of the social choice function has at least three outcomes).

In this paper, we show that a much wider class of rules can be robustly imple-

mented if we relax the assumption that the mechanism designer’s goals are single-

valued in every state of the world. We apply our general result to three classical

environments, that of single-good auctions, public good provision and matching

and show that in each case, the mechanism designer can do “strictly better” than

following the dominant strategy implementation approach, without sacrificing ro-

bustness.

In dominant-strategy implementation, the objective of the mechanism designer

is formulated as a social choice function (SCF), i.e. at each state of the world,

there is a single socially desirable outcome. In contrast, we allow for multiple

socially desirable outcomes at each state of the world, i.e., the mechanism de-

signer’s goals are specified by a social choice correspondence (SCC). We consider

implementation in undominated strategies (Börgers, 1991; Jackson, 1992). In this

solution concept agents eliminate their weakly dominated strategies (in a single

round), and the union of undominated strategies of all the agents results in the

desired social outcomes at each state. This notion is clearly robust in the same

way as dominant strategies but clearly allows for multiple outcomes at a state.

Jackson (1992) demonstrated the rather surprising result that almost any SCC is

implementable in undominated strategies. However, the implementing mechanism

1For surveys and related discussions, see Bergemann and Morris (2012), Börgers (2015, Chap-
ter 10), and Carroll (2019), among many others.
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involved construction of an infinite sequence of messages with each message weakly

dominating the previous one. This feature of the mechanism is clearly undesirable

and Jackson (1992) proposed an additional requirement for mechanisms to satisfy

called boundedness.2 A stronger requirement than boundedness is finiteness which

requires the number of messages in the mechanism for every agent to be finite.

We impose the finiteness condition on the mechanisms we consider.

The assessment of the social desirability of a mechanism when multiple out-

comes are potentially implemented, is not straightforward. Several criteria have

been proposed. One approach (see Chung and Ely (2007), Yamashita (2015)

among others) is to assume that in every state, the “worst case” is realised where

this worst case is computed according to a state dependent linear order over out-

comes. An obvious shortcoming of this approach is that it ignores non-worst-case

outcomes. For example, it does not capture the reasonable idea that implementing

multiple outcomes should be better than implementing only the least desirable one

among those. In this paper, we follow Börgers and Smith (2012) who introduce an

alternative criterion that is consistent with this idea. We say that a SCC outper-

forms a SCF if at every state, the designer weakly prefers any outcome in the SCC

to that in the SCF, and at some state, the designer strictly prefers some outcome

in the SCC to that in the SCF.3 Consequently, a SCC obtained by adding more

outcomes to an existing SCF such that the added outcomes are more desirable for

the designer at every state, outperforms the SCF. This criterion can be similarly

extended to compare two SCCs.

We find implementable SCCs that outperform SCFs implementable in domi-

nant strategies in three classical environments. We first consider the problem of

an expected revenue maximizing seller of a single object in a private values setting.

According to the classic result of Myerson (1981), the second-price auction with

a suitable reserve price achieves the highest expected revenue among all SCFs

satisfying strategy-proofness and individual rationality. Nevertheless, we find an

implementable SCC which outperforms the second-price auction with a reserve

price SCF. This is done by adding the full-surplus extraction outcome at every

state.

We next consider the problem of a social planner who wishes to provide the effi-

2A mechanism is bounded if a strategy in the mechanism is weakly dominated at any state,
there exists an undominated strategy (at that state) which weakly dominates the former strategy.

3Börgers and Smith (2014) and Börgers (2017) use the criterion to compare the rules im-
plementable in Bayesian equilibria with the classic rules in voting environment and auctions
respectively. In this paper, we use the criterion to compare the rules implementable in undom-
inated strategies. We provide more details about the relation to Börgers (2017) in the end of
Section 5.1.
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cient level of a public good in a quasi-linear model. She also prefers lower amounts

of subsidies consistent with this objective. The Vickrey–Clarke–Groves (VCG)

mechanisms are the only class of mechanisms that satisfy strategy-proofness and

efficiency, but they are not budget-balanced if individual rationality is satisfied.

We find an implementable SCC which outperforms the SCF in the VCG mecha-

nism by adding the individually rational outcome which involves no deficit while

maintaining the efficient provision of public goods.

Finally, we consider the problem of two-sided matching. In the marriage prob-

lem between men and women, the SCF which assigns the man-optimal stable

matching is the only one satisfying stability and strategy-proofness (for men).

We show that the SCC which produces the set of all stable matchings is imple-

mented by a finite mechanism. If women’s preferences receive consideration in the

designer’s preferences, this SCC outperforms the man-optimal stable SCF.

In each of the examples above, we find a new mechanism that outperforms

a well-known mechanism. These results are novel in view of the fact that very

little has been known so far regarding sufficient conditions for implementability in

undominated strategies. As noted earlier, Jackson (1992) highlighted the need for

imposing the requirement of boundedness on mechanisms considered for implemen-

tation in undominated strategies. The paper also provided a necessary condition

for such implementation called strategy-resistance. However, strategy-resistance is

not sufficient for implementation in undominated strategies by bounded mecha-

nisms (see Börgers (1991) for an example). However, there are sufficiency results

pertaining to specific SCCs. For example, Börgers (1991) showed that in the vot-

ing environment, the “top-ranked alternatives” correspondence is implementable

by a simple mechanism called the “modulo mechanism”. The paper also raised

the question of the implementation of “compromise alternatives” that are Pareto

efficient but not top-ranked by any agent. A partial but positive answer to this

question was provided in Mukherjee et al. (2019) who showed that the SCC which

assigns all Pareto efficient alternatives, including compromises, is implementable.4

Yamashita (2012, 2015) provided several applications to auctions and bilateral

trade.

In some cases, it is known that more can be accomplished using undominated-

strategy than by dominant-strategy mechanisms. Börgers and Smith (2012) anal-

yse models of bilateral trade and voting, and find mechanisms that outperform

dominant-strategy incentive compatible mechanisms. Recently, Li and Dworczak

4Further results relating to the question raised by Börgers (1991) can also be found in Mukher-
jee (2018).
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(2020) provide a sufficient condition which is independent of ours, for the existence

of a mechanism that outperforms a given dominant-strategy incentive compati-

ble mechanism in a general environment. They also consider obviously strategy-

proofness of the mechanism, and strong dominance between mechanisms. While

their sufficient condition is stated for a given strategy-proof SCF, our sufficient

condition is about the implementability of a given SCC. This enables us to identify

the structure of the implementable SCCs that outperform classical strategy-proof

SCFs.

In other related literature, Babaioff et al. (2009, 2006) propose polynomial-

time algorithms in combinatorial auctions which lead to an approximate efficiency

in the sense that the total surplus given by any implemented outcome is bounded

from below by the order of square-root of the number of goods. Ohseto (1994)

considers the plurality correspondence in a voting environment, and proves some

impossibility results in specific environments (in term of the number of agents

and alternatives). Mizukami and Wakayama (2007) consider full implementation

of a SCF in a class of economic environments including exchange economies, and

show that a SCF is implementable if and only if it is strategy-proof. Carroll (2014)

discusses complexity issues in this implementation problems and proves a negative

result.

In contrast to the papers cited above, we provide conditions that are sufficient

for implementation of SCCs in a general environment with private values. The key

to our sufficient condition is the existence of range-top selections of a SCC that

satisfy certain properties. The range-top selection of an agent is a SCF that picks

a most-preferred alternative of the agent among the set of alternatives chosen by

the SCC at every state. The tuple consisting of the SCC and a collection of range

top-selections, one for each agent, satisfies extended strategy-resistance if the SCC

satisfies strategy-resistance and each of the range-top selections is strategy-proof.

An addition requirement is that we require the SCC and the collection of range-top

selections to satisfy the flip condition. This is a technical condition which requires

the existence of certain alternatives that satisfy specific reversal properties across

preferences. Our condition is a specialised version of reversal conditions that occur

frequently in mechanism design theory. We say that a SCC satisfies Condition I if

there exists a single collection of range-top selections such that both the extended

strategy-resistance and the flip conditions are satisfied with respect to the SCC

and the range-top selections. We show that Condition I can be applied to the

auction design problem, the public good problem and the matching problem to

obtain striking possibility results.
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It is evident that our implementing mechanism is complex. In order to mo-

tivate the necessity of such a construction, we indicate below that a simple and

natural adaptation of the well-known modulo mechanism of Börgers (1991) does

not “work”. In this mechanism, each agent i announces an integer qi along with

a preference. Depending on the remainder when the sum of the integers
∑

i qi is

divided by the number of agents, one of the agents is chosen as the dictator. The

dictatorial mechanism with the selected dictator determines the final outcome.

The mechanism implements the “top-ranked” SCC which assigns the set of the

most-preferred alternatives of all agents in the environment with strict preferences.

Consider a “naive” extension of the modulo mechanism described above in the

auction setting. Suppose there are two bidders. Each bidder simultaneously an-

nounces an integer 1 or 2 along with a bid. If the sum of the integers announced is

even, the second-price auction outcome is implemented; if it is odd, the first-price

auction outcome is implemented. Suppose bidder i’s true valuation is θi. It can

be verified that the truth-telling message mi = (θi, qi) where qi ∈ {1, 2}, is un-

dominated at θi. It may be tempting to conclude therefore that this mechanism

implements the SCC comprising just the first-price and second-price outcomes at

every preference profile. However, this is not true. The issue is that the non-

truthtelling, “undercutting” message m̂i = (θ̂i, qi), θ̂i < θi, is also undominated at

θi. Consider the message mi for comparison. Let mj = (θj, qj) be a message by

the other bidder j where θj < θ̂i < θi and the integer (qi, qj) leads to the first-price

auction. Then m̂i does strictly better than mi at θi. Since undercutting messages

are undominated, it follows that the naive mechanism implements inefficient out-

comes and consequently, fails in its objective. The implementing mechanism that

we construct, the extended modulo mechanism, has a more elaborate structure in

order to deal with the difficulties that arise with the naive mechanism. The main

ideas behind our mechanism are illustrated in Section 3 by means of an example.

The remainder of the paper is organised as follows. Sections 2 introduces the

general model. Before going into the general arguments, we illustrate the main

ideas behind the construction of our mechanism by means of a matching example

in Section 3. In Section 4, we discuss the axioms and present the main result,

and in Section 5, we apply our result to the auction design, public good provision

and matching models. Section 6 discusses various aspects of our model and results

including the complexity of the mechanism and the extension to an infinite number

of types. Section 7 concludes. In Appendices A and B, we provide some proofs

including the proof of the main result. In Appendix C, we present the construction

of our mechanism by means of an auction example, which is more complex than
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the matching example in Section 3.

2 Model

We consider a private-value environment. The set of feasible alternatives or out-

comes is denoted by A. We assume that A is finite and |A| ≥ 2. There are n (≥ 2)

agents in N = {1, . . . , n} facing a joint decision problem to choose an alternative

from A. Each agent i ∈ N makes a decision individually according to her private

information represented by a preference Ri, namely, a binary relation on A which

is complete and transitive. The set of all preferences is denoted by R. We write

a Ri b to mean that agent i with a preference Ri ∈ R either strictly or equally

prefers alternative a to b. For a generic preference Ri ∈ R and each a, b ∈ A, we

write a Pi b to mean that a Ri b and not b Ri a, and a Ii b to mean that a Ri b

and b Ri a. We denote the set of the kth ranked alternatives among A′ ⊆ A for an

agent at Ri by rk(Ri, A
′) =

{
a ∈ A′

∣∣ |{b ∈ A′|b Pi a}| = k − 1
}
⊆ A′. In particu-

lar, r1(Ri, A
′) is the set of the most-preferred alternatives in A′ for an agent at Ri.

This set is a singleton when Ri is a strict preference, namely, an antisymmetric

relation on A. The domain of preferences may be restricted. Let Di ⊆ R be the

set of all possible preferences of agent i ∈ N , and D = D1 × · · · × Dn.

A social choice function (SCF ) is a function from D to A, and a social choice

correspondence (SCC ) is a function from D to 2A \{∅}. A SCF f is strategy-proof

if for each i ∈ N , each Ri, R
′
i ∈ Di, and each R−i ∈ D−i, we have f(Ri, R−i) Ri

f(R′
i, R−i).

We introduce a criterion of ranking SCCs following Börgers and Smith (2012).

Suppose that the mechanism designer has a state-dependent (weak) preference

RMD(R) between alternatives at each preference profile R ∈ D of the agents. For

two SCCs F and F ′, we say that F weakly outperforms F ′ if for each R ∈ D,

each a ∈ F (R) and each b ∈ F ′(R), we have a RMD(R) b. We say F (strictly)

outperforms F ′ if F weakly outperforms F ′ and F ′ does not weakly outperform

F .

The agents’ joint decision is made through an (indirect) mechanism, typically

denoted by Γ = (M, g). Here M = M1 × · · · ×Mn and g : M → A, where Mi is

a set of messages of agent i, i ∈ N , and g is the outcome function. In this paper,

we only consider finite message spaces except in Section 6.3. In any mechanism,

agents play a strategic-form game in which each agent i simultaneously chooses a

message mi ∈ Mi, and an alternative g(m1, . . . ,mn) ∈ A is implemented.

Dominance relations are defined in the usual way: we say that for each i ∈ N
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and each mi,m
′
i ∈ Mi, mi (weakly) dominates m′

i at Ri ∈ Di if g(mi,m−i) Ri

g(m′
i,m−i) for all m−i ∈ M−i, and g(mi,m−i) Pi g(m

′
i,m−i) for some m−i ∈ M−i.

A message mi is undominated at Ri ∈ Di if no message dominates mi at Ri.

Let Ui(Ri,Γ) ⊆ Mi be the set of undominated messages of i at Ri ∈ Di in the

mechanism Γ = (M, g), and let U(R,Γ) = U1(R1,Γ)× · · · × Un(Rn,Γ) ⊆ M .

Definition 2.1. A mechanism Γ = (M, g) implements a SCC F in undominated

strategies if for each R ∈ D, we have F (R) = {a ∈ A | there is m ∈ U(R,Γ) such

that g(m) = a}.5

We say that a SCC F is implementable in undominated strategies if there

exists a finite mechanism Γ that implements F in undominated strategies. An

important aspect of this implementation concept is that it is defined independently

of assumptions on the prior probability of the states or on the degree of common

knowledge of rationality between agents. This robustness property is a particularly

important feature of our approach.

3 The Mechanism — An Example

In this section, we illustrate the construction of the implementing mechanism by

means of an example. Broadly speaking, our mechanism can be described in the

following manner. There are several “sub-mechanisms”, say Γ1 = (M, g1), . . . ,ΓK =

(M, gK) with each having the same set M of message profiles. In addition, each

agent i announces an integer qi from a pre-specified finite set of integers. These

integer announcements lead to the choice of one of the sub-mechanisms by a pro-

cedure which can be described as an “extended modulo game”. The final outcome

is the one specified by the chosen sub-mechanism at the announced message profile

m ∈ M which the agents send before the selection of a sub-mechanism. Figure 1

shows a description of this procedure. We illustrate the overall mechanism by

means of an example.

We consider the two-sided matching model.6 Here, we consider a special case

of the marriage problem with the set of men N = {1, 2} and the set of women

W = {w1, w2, w3}. (The general case will be introduced in Subsection 5.3.) Man

1 has either of the two preferences ≻123
1 ,≻312

1 while Man 2 has either of the two

5Note that this is full (or exact) implementation, in contrast to “weak” implementation in
which F (R) may be a proper superset of {a ∈ A | there is m ∈ U(R,Γ) such that g(m) = a}.
Thomson (1996) discusses several justifications of full implementation.

6In Appendix C, we provide another example in the auctions setting where a more complex
mechanism is constructed.
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“Extended Modulo Game”

1 2 · · · nAgents

q1
q2 qnIntegers

Γ1 Γ2 Γ3 Γ4 · · · ΓK“Sub-mechanisms”

g1(m) g2(m) g3(m) g4(m) · · · gK(m)Outcomes

Message profile m

Figure 1: The procedure in the implementing mechanism.

Man 1

≻123
1 ≻312

1

w1 w3

w2 w1

w3 w2

∅ ∅

Man 2

≻213
2 ≻321

2

w2 w3

w1 w2

w3 w1

∅ ∅

Women
w1 w2 w3

≻w1 ≻w2 ≻w3

2 1 1
1 2 2
∅ ∅ ∅

Table 1: Preferences of man 1 (left), preferences of man 2 (middle) and preferences
of three women w1, w2, and w3 (right).

preferences ≻213
2 ,≻321

2 . Each woman has a single preference.7 These preferences

are summarised in Table 1, where ∅ signifies remaining single.

A matching will be denoted by a pair (w,w′) with the interpretation that Men

1 and 2 are matched with w and w′ respectively. Note that w and w′ could be ∅
if the relevant man remains single. Of course, w ̸= w′ if both men are matched

with women. A matching is stable if (a) there exists no agent who strictly prefers

remaining single to the partner he or she matches, and (b) there exists no man-

woman pair (i, w) such that man i strictly prefers w to the woman he matches

and woman w strictly prefers i to the man she matches. It is known that for each

preference pair ≻ = (≻1,≻2), there exists a stable matching µMO such that each

man weakly prefers µMO to any other stable matching. This is the so-called man-

optimal stable matching at ≻, which is unique if the men’s preference domains are

unrestricted. Let fMO be the SCF such that fMO(≻) is the man-optimal stable

7This example can also be interpreted as a special case of the school choice problem with each
school’s quota being one, and each school’s priority order being public. Although the discussion
in this example can be extended easily to the many-to-one matching problem, we consider only
the one-to-one matching case for notational simplicity.
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Man 2
≻213

2 ≻321
2

Man 1
≻123

1 (w1, w2) (w1, w3)
≻312

1 (w3, w2) (w3, w2)

Table 2: Man-optimal stable matching fMO.

Man 2
≻213

2 ≻321
2

Man 1
≻123

1 {(w1, w2), (w2, w1)} {(w1, w3)}
≻312

1 {(w3, w2)} {(w3, w2)}

Table 3: Stable matching correspondence F .

matching at each preference pair≻. Table 2 describes fMO, while Table 3 describes

the SCC F which assigns the set of all stable matchings. As is evident from the

two Tables, fMO and F differ only at profile (≻123
1 ,≻213

2 ), where F contains the

additional stable matching (w2, w1). As we have remarked earlier, fMO picks up

the most-preferred matching from the range of F for every man. It is also known

that fMO is strategy-proof (for men). Note also that at (≻123
1 ,≻213

2 ), both women

w1 and w2 are better-off in the matching (w2, w1) (while w3 is no worse-off) than in

the matching which is the outcome of fMO at that profile. This is a consequence of

the fact that fMO picks a stable matching that is worse than any other matching

from the perspective of women at every profile. The designer who has concern for

the welfare of women will prefer to implement F over fMO.

We will construct a finite mechanism that implements F in undominated strate-

gies. The construction of the implementing mechanism consists of four steps.

Step 1 is a preliminary step. In Steps 2 and 3, we construct “sub-mechanisms”

ΓA and ΓU , respectively, which are called “mechanisms” simply in the following

arguments. In Step 4, we introduce the “extended modulo form” and construct

the overall mechanism.

Step 1: Constructing a baseline mechanism

We first construct a baseline mechanism Γ̄. The message space of each man i

consists of his preference together with a “colour”: “red” (R), “green” (G), or

“blue” (B). The outcome in the mechanism is given by the SCF fMO for the

announced preference profile. This mechanism is summarised in the matrix shown

in Table 4. We note that colours play no role in the baseline mechanism but will

10



Man 2

(≻213
2 ,R) (≻213

2 ,G) (≻213
2 ,B) (≻321

2 ,R) (≻321
2 ,G) (≻321

2 ,B)

Man 1

(≻123
1 ,R) (w1, w2) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻123
1 ,G) (w1, w2) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻123
1 ,B) (w1, w2) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻312
1 ,R) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

(≻312
1 ,G) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

(≻312
1 ,B) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

Table 4: The baseline mechanism Γ̄ defined in Step 1.

Man 2

(≻213
2 ,R) (≻213

2 ,G) (≻213
2 ,B) (≻321

2 ,R) (≻321
2 ,G) (≻321

2 ,B)

Man 1

(≻123
1 ,R) (w1, w2) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻123
1 ,G) (w1, w2) (w2, w1) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻123
1 ,B) (w1, w2) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻312
1 ,R) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

(≻312
1 ,G) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

(≻312
1 ,B) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

Table 5: The modified mechanism ΓA defined in Step 2.

do so subsequently.

Step 2: Adding the desirable outcome

We modify the baseline mechanism Γ̄ to construct another mechanism ΓA. This

new mechanism has the same message space as the baseline mechanism. It also

has the same outcome as the baseline mechanism except at the message pro-

file (≻123
1 ,≻213

2 ) and both men announce “green”, in which case the outcome is

(w2, w1). Recall that this is the “additional” stable matching chosen by F at

(≻123
1 ,≻213

2 ). The mechanism is summarised in the matrix shown in Table 5, with

the outcome (w2, w1) shaded.

Step 3: Establishing “undominance”

Although ΓA picks the outcome (w2, w1) at a message profile, it does not im-

plement F . This is because (≻123
1 ,G) is weakly dominated at ≻123

1 by (≻123
1 ,B),

and (≻213
2 ,G) is weakly dominated at ≻213

2 by (≻213
2 ,B). To ensure the undom-

inance of these “green” messages, we modify the outcomes given by the “red”
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Man 2

(≻213
2 ,R) (≻213

2 ,G) (≻213
2 ,B) (≻321

2 ,R) (≻321
2 ,G) (≻321

2 ,B)

Man 1

(≻123
1 ,R) (w2, w1) (w1, w2) (w2, w1) (w1, w3) (w1, w3) (w1, w3)

(≻123
1 ,G) (w1, w2) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻123
1 ,B) (w2, w1) (w1, w2) (w1, w2) (w1, w3) (w1, w3) (w1, w3)

(≻312
1 ,R) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

(≻312
1 ,G) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

(≻312
1 ,B) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2) (w3, w2)

Table 6: The modified mechanism ΓU defined in Step 3.

messages in the baseline mechanism Γ̄ and obtain another mechanism ΓU . This is

done by retaining the same messages for both men but changing the outcome in

some special cases in Γ̄. Specifically, the outcome for the preference message pro-

file (≻123
1 ,≻213

2 ), when both men announce “red” or exactly one man announces

“red” and the other “blue”, the outcome is changed from (w1, w2) to (w2, w1).

The mechanism ΓU shown in Table 6 with the shaded outcomes being those that

are different from their counterparts in the baseline mechanism. Note that w1 is

strictly better than w2 according to ≻123
1 and w2 is strictly better than w1 accord-

ing to ≻213
2 . Consequently, “green” messages are undominated in ΓU for both men

at all preferences.

Step 4: Combining ΓA and ΓU

We have constructed two separate mechanisms ΓA and ΓU with a common message

space in Steps 2 and 3. We construct the general mechanism by suitable juxtapo-

sitions of these mechanisms. Before we describe the way we do so, we make some

important observations regarding these mechanisms that are easily verified.

Observation 1. In both the mechanisms ΓA and ΓU , every message profile (con-

sisting of a preference profile and a colour profile) yields a stable

matching in F at the announced preference profile.

Observation 2. In both the mechanisms ΓA and ΓU the following holds: for each

man i, announcing the “true” preference, say ≻i, and B domi-

nates announcing the other preference and any colour, at ≻i.

Observation 3. In the mechanism ΓU , the following holds: for each man i, an-

nouncing the “true” preference, say ≻i, and G is undominated

at ≻i.
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q2
0 1 2 3 4 5

q1

0 A A U A U U
1 A U A U U A
2 U A U U A A
3 A U U A A U
4 U U A A U A
5 U A A U A U

Table 7: The extended modulo form γ.

In the general or extended mechanism, each man i, announces an integer qi ∈
{0, 1, 2, 3, 4, 5}, a preference ≻i and a colour from the set {R,B,G}. The choice of
integers by the men (q1, q2) leads to the choice of one of the two mechanisms ΓA

and ΓU (which we henceforth denote by A and U , for convenience). Specifically γ :

{0, 1, 2, 3, 4, 5}2 → {A,U} is the following map: for all (q1, q2) ∈ {0, 1, 2, 3, 4, 5}2,

γ(q1, q2) =

A if there exists k ∈ {0, 1, 3} such that q1 + q2 ≡ k mod 6, 8

U if there exists k ∈ {2, 4, 5} such that q1 + q2 ≡ k mod 6.

The function γ is referred to as an extended modulo form and is illustrated in

Table 7. Once a mechanism has been chosen by the integer announcements and γ,

the outcome of the extended mechanism is the outcome of the chosen mechanism

at the announced message and colour profiles. For instance, suppose man 1 an-

nounces the integer 1, the preference ≻123
1 and the colour R while man 2 announces

the integer 3, the preference ≻213
2 and the colour B. From the integer announce-

ments, U is chosen (referring to Table 7). The final outcome is the outcome chosen

by U for the relevant preference and colour profiles; referring to Table 6, we see

that it is the matching (w2, w1).

We claim that the extended mechanism implements F in undominated strate-

gies. Suppose the “true” preference profile is (≻1,≻2). Consider man i, who sends

a message triple consisting of an integer qi, a preference ≻′
i ̸= ≻i and a colour

Ci. Suppose i sends the triple (qi,≻i,B) instead. For any message of the other

man, both messages of i will lead to the same choice of the sub-mechanism, either

A or U . In either case, Observation 2 implies that (qi,≻i,B) weakly dominates

(qi,≻′
i, Ci) at ≻i. Therefore, the only messages in the extended mechanism that

are undominated at (≻1,≻2) involve both men sending messages with their true

8For each x, y and each positive z, x ≡ y mod z if and only if (x− y)/z is an integer.
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preference. It now follows from Observation 1 that every undominated message

profile at (≻1,≻2) leads to a matching in F (≻1,≻2).

Our next goal is to show that the message triple (qi,≻i,G) is undominated at

≻i. Consider any other message of i, say (q′i,≻′
i, Ci). A key feature of the extended

modulo form, which can easily be verified by inspection from Table 7, is that there

is a message of the other man (specifically an integer announcement) that results

in the sub-mechanism U being chosen for both messages of man i. For instance

when q1 = 2 and q′1 = 5, U is chosen by the extended modulo form when q2 = 0

or 3. Applying Observation 3, it follows that (qi,≻i,G) is undominated at ≻i. A

consequence of this fact is that every matching in F (≻1,≻2) can be supported by a

message profile that is undominated for both men. We can therefore conclude that

the extended mechanism (which is clearly finite) implements F in undominated

strategies.

The ideas behind the construction of the mechanism can be extended to the

general case. Details can be found in Appendix A.

4 The Axioms and the Main Result

Our sufficient condition for implementation involves three properties of a SCC

— strategy-resistance, strategy-proofness of “range-top” selections, and the “flip

condition”. In this section, we explain these properties, and present the ideas

behind them. In Subsection 4.1, we introduce the notion of range-top selections

and the notion of extended strategy-resistance. In Subsection 4.2, we define the flip

condition. The main result and its connection to some earlier results is contained

in Subsection 4.3.

4.1 Strategy-Resistance and “Range-Top” Selections

We begin by recalling a condition introduced in Jackson (1992).

Definition 4.1 (Jackson (1992)). A SCC F satisfies strategy-resistance if for each

i ∈ N , each Ri, R
′
i ∈ Di, each R−i ∈ D−i, and each b ∈ F (R′

i, R−i), there exists

a ∈ F (Ri, R−i) such that a Ri b.

We will discuss the strategy-resistance in greater detail shortly but we first

note that it is a necessary (albeit not sufficient) condition for implementation

in undominated strategies by a finite mechanism.9 To see that it is necessary,

9In fact, Jackson (1992) showed a stronger result: strategy-resistance is a necessary condition
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suppose F is implementable and that (M, g) is a mechanism that implements it.

Pick b ∈ F (R′
i, R−i). Then, there exists a message profile (m′

i,m−i) ∈ M such

that g(m′
i,m−i) = b, and mj is undominated at Rj for each j ∈ N \ {i}. Consider

two separate cases. Suppose b ∈ F (Ri, R−i). Then, it suffices to choose a = b.

Suppose b ̸∈ F (Ri, R−i). Then m′
i must be dominated at Ri. The finiteness (or

boundedness) of the mechanism implies the existence of mi which dominates m′
i at

Ri and is undominated at Ri. Pick a = g(mi,m−i) and dominance implies a Ri b.

A convenient way to rephrase the strategy-resistance is via the notion of range-

top selections.

Definition 4.2 (Range-top selection). A SCF ti is a range-top selection of agent

i ∈ N from SCC F if, for each R ∈ D, we have ti(R) ∈ r1
(
Ri, F (R)

)
, i.e.,

ti(R) ∈ F (R) and for each a ∈ F (R), we have ti(R) Ri a.

We note that when preferences are not strict, there may be multiple alternatives

that an agent prefers most. Consequently, range-top selections of i from F may

not be unique.

Let (ti)i∈N be a profile of range-top selections from SCC F . Definition 4.1

can be restated as follows: the SCC F satisfies strategy-resistance if, for each

i ∈ N , each Ri, R
′
i ∈ Di, each R−i ∈ D−i, and each b ∈ F (R′

i, R−i), we have

ti(Ri, R−i) Ri b. The Ri-maximal outcome for agent i in the set F (Ri, R−i) must

be a weakly better alternative (under Ri) than any outcome in F (R′
i, R−i).

An immediate consequence of strategy-resistance is the following observation:

if F satisfies strategy-resistance and ti is a range-top selection of i from F , then for

each Ri, R
′
i ∈ Di and each R−i ∈ D−i, we have ti(Ri, R−i) Ri t

i(R′
i, R−i). In other

words, agent i has no incentive to misreport her preference in the SCF ti, irrespec-

tive of the preferences of the other agents. We call this property strategy-proofness

of ti for agent i. It is important to note that this property does not guarantee

that ti is strategy-proof. In particular, agent j ∈ N \ {i} could gain by misrep-

resenting her preferences. Consider such an agent j whose true preferences are

Rj. By truth-telling she obtains the Ri-maximal alternative in F (Ri, Rj, R−{i,j}).

On the other hand, by misrepresenting her preferences as R′
j, she obtains the Ri-

maximal alternative in the set F (Ri, R
′
j, R−{i,j}) which could be Rj-better than

the truth-telling outcome.

The key to our approach to formulating a sufficient condition for implementa-

tion is to strengthen the strategy-resistance requirement of the SCC F to requiring

for implementation in undominated strategies by a bounded mechanism. A finite mechanism is
always bounded, but a bounded mechanism may not be finite. See footnote 2 for the definition
of a bounded mechanism.
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m2 m′
2

m1 a t2(R1, R
′
2)

m′
1 t1(R′

1, R2) t2(R′
1, R

′
2)

Table 8: A partial description of the implementing mechanism.

the existence of range-top selections ti for each i, that are strategy-proof (instead

of only being strategy-proof for agent i).10 The benefits of this assumption can be

seen from the following example. Suppose N = {1, 2} and preferences are strict.

Let a ∈ F (R) for some R ∈ D. If F is implemented by mechanism (M, g), there

exists a message profile m = (m1,m2) such that g(m) = a, and mi is undominated

at Ri for each i. Further suppose that there exists R′ ∈ D such that a ̸∈ F (R′
1, R2)

and a ̸∈ F (R1, R
′
2). Then, either m1 is dominated at R′

1 or m2 is dominated at

R′
2. In the implementing mechanism we will construct, both dominance relations

hold good, i.e., for each i, there exists message m′
i that dominates mi at R′

i.

Strategy-proofness of the range-top selections is applied to create such messages.

Specifically, we consider messages shown in Table 8, i.e., g(m′
1,m2) = t1(R′

1, R2),

g(m1,m
′
2) = t2(R1, R

′
2), and g(m′

1,m
′
2) = t2(R′

1, R
′
2), where ti is the range-top

selection of i from F . By strategy-resistance of F , we have t1(R′
1, R2) R

′
1 a and

t2(R1, R
′
2) R′

2 a. Since preferences are strict, these relations are strict. Further,

by strategy-resistance of F , we have t2(R′
1, R

′
2) R

′
2 t1(R′

1, R2), and thus m′
2 dom-

inates m2 at R′
2 in this matrix. Strategy-resistance of F does not imply that

t2(R′
1, R

′
2) R′

1 t2(R1, R
′
2). However it is ensured by the strategy-proofness of t2.

Thus m′
1 dominates m1 at R′

1 in the matrix.

We can now state the condition that we will use for establishing our sufficiency

result.

Definition 4.3 (Extended Strategy-Resistance ESR). A SCC F satisfies Ex-

tended Strategy-Resistance (ESR) if (i) F satisfies strategy-resistance and (ii)

for each i ∈ N , there exists a range-top selection ti of i from F such that ti is

strategy-proof.11

In view of our earlier remarks, it may be tempting to conclude that if (ti)i∈N

is strategy-proof, then the strategy-resistance of F is guaranteed, i.e. that part (i)

10We note that strategy-proofness of ti is not a necessary condition for implementation. We
can construct a counterexample by applying the technique developed in the proof of Carroll
(2014, Theorem 2.1). The formal proof is available upon request.

11As we have explained earlier parts (i) and (ii) of the Condition are related. For this reason,
we have chosen to combine the two parts into a single property.
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in Definition 4.3 is redundant. This is not true as the following example demon-

strates. Pick i ∈ N , Ri, R
′
i ∈ D and R−i ∈ D−i. Suppose b, x, y ∈ A are such

that F (Ri, R−i) = {b} and x, y ∈ F (R′
i, R−i). Suppose further that ti is the

range-top selection which satisfies part (ii) of Definition 4.3 and ti(R′
i, R−i) = y.

The strategy-proofness of ti implies b Ri y. However, since x /∈ F (Ri, R−i) and

x ̸= ti(R′
i, R−i), b Ri x cannot be inferred. In fact, x Pi b is possible so that F

violates strategy-resistance.

There is a special case when the ESR condition is satisfied trivially. Assume

that the domain D consists only of strict preferences. A SCC F is tops-inclusive if,

for each R ∈ D and i ∈ N , F (R) contains the Ri-maximal alternative in the set A.

An example of a tops-inclusive SCC is the Pareto Correspondence.12 The range-

top selections ti for each i ∈ N are unique and are the dictatorial SCFs. They

are clearly strategy-proof. It is also obvious that a tops-inclusive SCC satisfies

strategy-resistance. Consequently, a tops-inclusive SCC satisfies ESR.

4.2 The Flip Condition

We now describe another condition that we require for implementation.

Suppose F is an implementable SCC and is implemented by the mechanism

(M, g). Let ti be a range-top selection of F for some agent i. Consider an arbitrary

profile R∗ ∈ D and let a = ti(R∗). Suppose b is an alternative distinct from a

and b ∈ F (R∗) — for instance, b is preferred to a by the mechanism designer

according to RMD(R
∗). Assume that b is the outcome in the mechanism when i

sends message mi and the other agents send messages m−i while a is the outcome

when i sends message m̄i and the other agents send messages m̄−i. Since a R∗
i b,

there is a “danger” that mi will be dominated by m̄i at R∗
i . If this occurs the

mechanism could fail to implement b. In order to prevent this from occurring, we

will extend the message space of the other agents by adding a message profile m̂−i

such that g(mi, m̂−i) P
∗
i g(m̄i, m̂−i). This will ensure that m̄i does not dominate

mi at R
∗
i .

13 The extension of the message space will be done “carefully” so that

the dominance relationships between other pairs of messages are not disturbed.

The following condition guarantees the existence of such a pair of alternatives x

and y where x = g(mi, m̂−i) and y = g(m̄i, m̂−i).

12An alternative a is Pareto-efficient at R ∈ D if there does not exist b ∈ A such that bPia
for all i ∈ N . The Pareto-Correspondence picks the set of all Pareto efficient outcomes at every
R ∈ D.

13In our construction in Section 3 and Appendix A, these additional messages are called “red”
messages in the implementing mechanism.
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Definition 4.4 (The Flip Condition). A SCC F satisfies the Flip Condition if,

for each i ∈ N , and each pair R∗
i , Ri ∈ Di with R∗

i ̸= Ri, there exist alternatives

x, y ∈ A such that the following three conditions hold:

(F1) x P ∗
i y,

(F2) y Ri x,

(F3) there exists j ∈ N \ {i} and a range-top selection tj of j from F such

that for each R′ ∈ D, tj(R′) R′
j x and tj(R′) R′

j y.

According to Conditions (F1) and (F2), the alternatives x and y “flip” between

R∗
i and Ri. They are reminiscent of the conditions of “value-distinguished types”

in Palfrey and Srivastava (1989) and “strict value distinction” in Jackson (1992).14

They rule out the preference that exhibits complete indifference. Condition (F3)

requires the alternatives x and y to be (weakly) worse than the one given by the

range-top selection of some agent j ∈ N \ {i} at every preference. Condition

(F3) follows from strategy-resistance of F in the special case where there exists

j ∈ N \ {i} and R̄j, R̄
′
j ∈ Dj such that x ∈ F (R̄j, R

′
−j) and y ∈ F (R̄′

j, R
′
−j). We

note, however, that neither x nor y need be assigned by F at any profile.

While constructing the implementing mechanism, the pair x, y is utilised to es-

tablish “undominance” of a message mi which implements an alternative assigned

by F at R∗
i . When mi is dominated by another message m̄i which is undominated

at R∗
i , one can add a message profile m̂−i of the others such that g(mi, m̂−i) = x

and g(m̄i, m̂−i) = y. By (F1), mi is now not dominated by m̄i at R
∗
i . Along with

Condition (F2), this addition of m̂−i maintains the dominance relations between

R∗
i and Ri. If m̄i is dominated at some other Ri, Condition (F2) ensures that it is

still dominated after adding m̂−i. By Condition (F3), for some agent j ∈ N \ {i},
the added message m̂j is dominated or implements the same alternatives as the

range-top selection, and does not affect mplemented alternatives.

As our applications will bear out, the Flip Condition is not an onerous re-

quirement. Conditions (F1) and (F2) are defined independently of the SCC F

and are clearly weak requirements. Condition (F3) is satisfied when the environ-

ment exhibits a sort of “agent-wise separability.” For example, when monetary

transfers can be made, x and y can involve sufficiently large payments for each

14According to Palfrey and Srivastava (1989), two distinct preferences Ri, R
′
i are value-

distinguished types if there exist x, y ∈ A such that either [x Pi y and y R′
i x] or [x Ri y

and y P ′
i x]. According to Jackson (1992), two distinct preferences Ri, R

′
i are strictly value-

distinguished types if there exist x, y ∈ A such that x Pi y and y P ′
i x. Thus, the existence of a

flip is stronger than existence of value-distinguished types, and is weaker than existence of strict
value-distinguished types.
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agent j ∈ N \{i} to ensure that (F3) is satisfied.15 Finally, note that if D contains

only strict preferences and F satisfies tops-inclusivity, F satisfies the Flip Con-

dition. Strictness of preferences implies that for any pair of distinct preferences

R∗
i , Ri, there exists a pair x, y ∈ A satisfying (F1) and (F2). Tops inclusivity

ensures that (F3) is satisfied for any pair x, y ∈ A.

4.3 The Sufficiency Result

Our sufficiency condition combines the ESR and Flip Conditions. The key feature

of the condition is the specification of a profile of top-range selections which in

conjunction with the SCC simultaneously satisfies both the ESR and Flip Condi-

tions.

Definition 4.5 (Condition I). The SCC F satisfies Condition I if (i) F satisfies

Extended Strategy-Resistance and (ii) F satisfies the Flip Condition.

We are now ready for our sufficiency result.

Theorem 4.6. If a SCC satisfies Condition I, it is implementable in undominated

strategies by a finite mechanism.

The proof of the Theorem is contained in Appendix A.

In the next section, we provide several applications of Theorem 4.6. Here we

note one of its immediate implications.

Proposition 4.7. Assume that the domain consists of strict preferences. Any

SCC satisfying tops-inclusivity is implementable in undominated strategies by a

finite mechanism.

We have noted in Sections 4.1 and 4.2 that a tops-inclusive SCC defined on a

domain of strict preferences induces unique range-top selections and satisfies both

the ESR and Flip Condition. Proposition 4.7 follows directly from Theorem 4.6.

A consequence of Proposition 4.7 is that the Pareto Correspondence is im-

plementable in undominated strategies by a finite mechanism. This observation

strengthens the result Mukherjee et al. (2019) who showed that the Pareto Corre-

spondence was implementable in undominated strategies by a bounded but non-

finite mechanism.16 Mukherjee et al. (2019) proved the more general result that

15The use of large payments is necessary in many mechanisms in the literature (Abreu and
Matsushima, 1992; Chen et al., 2022, among many others). We note that (F3) can be true even
when monetary transfers are unavailable. For example, see Subsection 5.3 for an application to
matching.

16The issue of the implementability of the Pareto Correspondence was raised in Börgers (1991).
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in a domain of strict preferences, a tops-inclusive SCC satisfying a requirement

called the “seconds property” was implementable in undominated strategies by a

bounded mechanism. Our Proposition 4.7 strengthens their result in two ways. It

shows that the “seconds property” is redundant and that implementation can be

achieved by means of a finite mechanism.

5 Applications

In this section, we apply Theorem 4.6 to three classic models in economic theory.

5.1 Auctions

We consider the auction of a single indivisible object where bidders have private

values. Let N = {1, . . . , n} be the set of bidders. Each bidder i ∈ N has a

valuation θi for the object, and a quasilinear utility function. If bidder i obtains

the object and pays ti, her payoff is θi − ti; if i does not obtain it and pays ti, her

payoff is −ti. In our analysis, however, we always assume that a bidder who does

not obtain the object, pays nothing.

We denote the auction outcome by (i, ti) ∈ N × R when bidder i wins the

auction and pays ti. When no bidder wins and the seller keeps the object, the

outcome is denoted by ∅. We focus on finite environments and assume that the

the set of possible valuations is Θ := {θk ∈ R+ | k = 1, . . . , K} where 0 ≤ θ1 <

θ2 < · · · < θK .17 The set of outcomes is A = (N ×Θ) ∪ {∅}.
One of the most important formats in auction theory is the second-price auction

with a reserve price. Let f II,r(θ) be the SCF given by the second-price auction

with reserve price r ≥ 0, i.e., for each valuation profile θ = (θ1, . . . , θn) ∈ Θ,

f II,r(θ) =


(
i,max{r, max

j∈N\{i}
θj}

)
where i = min

(
argmax

j∈N
θj
)
, if max

j∈N
θj ≥ r,

∅ if max
j∈N

θj < r.

Here, we employ the tie-breaking rule that assigns the object to the bidder with

the smallest index among those who have the highest valuation.18

17This discretisation is not essential. If one considers continuous valuations, our method for
constructing the implementing mechanism leads to a bounded mechanism. We discuss this issue
of infinite types in Section 6.3.

18This specification of the tie-breaking rule is also not essential. In fact, our general result
shows that the same result holds with any tie-breaking rule.
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The seminal paper of Myerson (1981) showed that if valuations are indepen-

dently and identically distributed, the second-price auction with an appropriately

chosen reserve price, is revenue-optimal. In other words, it yields the maxi-

mum expected revenue in the class of all individually rational and Bayesian–Nash

incentive-compatible auctions. Since the second-price auction with a reserve price

is strategy-proof, it is also revenue optimal in the class of strategy-proof auctions.

Nevertheless, we show that there is an implementable SCC that outperforms the

revenue optimal second-price auction.

Define the “full extraction” SCF f I as follows: for each valuation profile θ =

(θ1, . . . , θn) ∈ Θ,

f I(θ) =
(
min

(
argmax

j∈N
θj
)
,max
j∈N

θj
)
.

At every valuation profile, the object is given to the highest valuation bidder (ties

are broken as before) who is charged her valuation. This SCF is clearly revenue

optimal for the seller at each valuation profile subject to individual rationality,

even ignoring issues of private information. It clearly does better in this regard

than the second-price auction with any reserve price. Of course, it has “poor”

incentive properties since bidders will want to shade their valuations downwards.

Rather surprisingly, we show that the union of the full extraction SCF and the

second-price auction with any reserve price is implementable.

Fix r ≥ 0. Define the SCC FA,r as follows: for each valuation profile θ =

(θ1, . . . , θn) ∈ Θ,

FA,r(θ) = {f I(θ), f II,r(θ)}.

We note that if the seller’s objective is revenue maximisation, the SCC FA,r out-

performs f II,r for any r ≥ 0.

Proposition 5.1. For each r ≥ 0, the SCC FA,r is implementable in undominated

strategies by a finite mechanism.

Proof. Let r ≥ 0 be an arbitrary reserve price. At any valuation profile θ, the agent

with the highest valuation who receives the object is (weakly) worse-off in f I(θ)

compared to f II,r(θ); all other agents are indifferent between the two outcomes.

Therefore, f II,r is a range-top selection of each i ∈ N from FA,r.

We claim that SCC FA,r satisfies ESR. The strategy-proofness of f II,r is well-

known. To show that FA,r is strategy-resistant, pick i ∈ N and θ∗i , θi ∈ Θ with

θ∗i ̸= θi. Since f II,r is strategy-proof, agent i with valuation θ∗i weakly prefers
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f II,r(θ∗i , θ−i) to f II,r(θi, θ−i) for each θ−i ∈ Θn−1. Since f I(θi, θ−i) is the outcome

with the same assignment and payment weakly larger than the one in f II,r(θi, θ−i),

agent i with valuation θ∗i weakly prefers f II,r(θi, θ−i) to f I(θi, θ−i). The strategy-

resistance of FA,r now follows from these two orderings.

We now show that FA,r satisfies the Flip Condition. Let i ∈ N and θ∗i , θi ∈ Θ

be such that θ∗i ̸= θi. Let x = (i, θi), y = ∅ if θ∗i > θi and x = ∅, y = (i, θi)

if θ∗i < θi. In either case, x is strictly preferred to y at θ∗i while x and y are

indifferent to each other at θi thereby satisfying (F1) and (F2) in Definition 4.4.

For any agent j ∈ N \ {i}, both x and y generate a payoff of zero. Since f II,r

is individually rational, each such agent j gets a payoff of at least zero at every

valuation profile. This ensures that (F3) is satisfied.

The result now follows from an application of Theorem 4.6.

We note that Theorem 4.6 implies implementability of many other SCCs in

the auction setting. In fact, it can be shown that if a SCC F contains f II,r, and in

any outcome at every valuation profile θ, all bidders pay weakly more than they

do in the outcome given by f II,r(θ), then F is implementable.

Börgers (2017) also identifies a mechanism that outperforms the second-price

auction.19 Suppose there are at least three bidders. Consider a side bet along with

the standard second-price auction. In this auction, each of the bidders 1 and 2

chooses whether to bet against the other on bidder 3’s bid. If two bidders accept

the bet, they pay a fee to the auctioneer, and the loser of the bet pays money

to the winner. They indeed accept the bet in an equilibrium at some valuation

profile, and in that case, the auctioneer earns the fee from two bidders besides the

revenue in the second-price auction. Our approach to outperforming the second-

price auction with a reserve price has some noteworthy advantages. We note that

it is clearly different from that of Börgers (2017). We identify implementable

SCCs that are not obtained by his mechanism. For example, in the SCC FA,r

in Proposition 5.1, “losers” do not make monetary transfers in any outcome at

any valuation profile. This property can be significant if the designer is concerned

about ex-post individual rationality of the bidders. In addition our mechanism

also works when there are only two bidders.

19Börgers (2017) considers a criterion that if an auction never generates a lower equilibrium
revenue than the other one, and generates a higher equilibrium revenue for some type profile,
then the former auction is superior to the latter. This criterion is not the same as ours, as we do
not consider equilibria. Nevertheless, it is easy to see that the auction with side bets discussed
by Börgers (2017) outperforms the second-price auction according to this paper’s definition.
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5.2 Public Good Provision

We consider the classic problem of public good provision. Let N = {1, . . . , n} be

a set of agents who jointly decide whether or not to provide an indivisible public

good. This binary decision is denoted by p ∈ {0, 1}, where p = 1 if the public good

is produced, and p = 0 if not. The decision p incurs cost pc where c > 0 denotes

the total cost of provision. Let ti ∈ R be the monetary transfer paid by agent

i ∈ N . Each agent i ∈ N has a valuation θi on the public good. This valuation is

private information of agent i. If agent i pays monetary transfer ti, her payoff is

pθi − ti.

We assume as in the earlier subsection that the set of possible valuations is

a finite set Θ := {θk ∈ R+ | k = 1, . . . , K} for some integer K where 0 ≤ θ =

θ1 < θ2 < · · · < θK = θ. For convenience, we assume that for each θ ∈ Θn,∑
i∈N θi ̸= c.20 In order to avoid trivial considerations, we shall also assume

nθ < c and nθ > c. The set of outcomes in our context is A ⊆ {0, 1} × Rn,

where the set of transfers is discretised properly.21 A generic element is denoted

by (p, t1, . . . , tn) ∈ A.

For each valuation profile θ = (θ1, . . . , θn) ∈ Θn, let p∗(θ) ∈ {0, 1} be the

efficient decision defined by maximisation of the total surplus:

p∗(θ) =

1 if
∑

i∈N θi > c,

0 otherwise.

The Vickrey–Clarke–Groves (VCG) SCF is the pair (p∗, tV CG) where tV CG(θ) is

defined as follows: for each i ∈ N , there exists a function hi : Θ
n−1 → R such that

for each θ ∈ Θn,

tV CG
i (θ) = hi(θ−i) + p∗(θ)

(
c−

∑
j∈N\{i}

θj

)
.

The expression c−
∑

i∈N ti(θ) is the (ex-post) deficit of the designer. We assume

that the designer’s objective is deficit minimisation within the class of mechanisms

with the efficient decision rule p∗. It is well-known that a SCF (p∗, t) is strategy-

proof if and only if it is VCG (Krishna and Perry, 2000). Furthermore any SCF

20This assumption allows us to avoid discussion of tie-breaking rules, and is inessential. In
fact, our result in the general environment shows that the same result holds with any tie-breaking
rule.

21Since the set of valuations is assumed to be finite, and the mechanisms considered in this
paper are also finite, a finite set of transfers is enough for implementation.
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(p∗, t) that is strategy-proof and individually rational (i.e., the ex-post payoff of

every agent is always nonnegative), gives rise to a positive deficit for the designer

whenever the public good is provided.

An important class of VCG mechanisms is the class of pivotal mechanisms

(p∗, tpiv) where tpiv is defined as follows: for each i ∈ N and each θ ∈ Θn,

tpivi (θ) = p∗(θ, θ−i)θ +
(
p∗(θ)− p∗(θ, θ−i)

)(
c−

∑
j∈N\{i}

θj

)
.

It is easy to see that the pivotal mechanism (p∗, tpiv) is an individually rational

VCG mechanism which performs the best for the designer among all individu-

ally rational VCG mechanisms, i.e. it produces the least deficit in this class of

mechanisms.

A SCF (p∗, tFB) is called first-best if the decision is efficient and it runs no

deficit, i.e.,
∑

i∈N ti(θ) = p∗(θ)c for each θ ∈ Θn. No first-best SCF is strategy-

proof and individually rational. Observe that a first-best SCF does not specify

payments for each agent, requiring only that the sum of these payments equals c

when the public good is provided and zero otherwise. For our purpose, we shall

consider particular payments for each agent: for each θ ∈ Θn and each i ∈ N ,

tFB
i (θ) =

tpivi (θ) +
θi−tpivi (θ)∑

j∈N (θj−tpivj (θ))

(
c−

∑
j∈N tpivj (θ)

)
if p∗(θ) = 1,22

0 if p∗(θ) = 0.

Here, agents share the deficit generated by the pivotal mechanism proportionately

to their payoffs in the pivotal mechanism. It is easily verified that (p∗, tFB) is

first-best and individually rational.

We define the SCC F p as follows: for each θ ∈ Θn,

F p(θ) =
{
(p∗(θ), tpiv(θ)), (p∗(θ), tFB(θ))

}
.

Thus SCC F p is the union of the pivotal SCF and the first-best SCF. According

to our definition F p outperforms the pivotal SCF and any other VCG SCF.

Proposition 5.2. The SCC F p is implementable in undominated strategies by a

finite mechanism.

22It is straightforward to see that the denominator is positive: Let θ be such that p∗(θ) = 1
(or,

∑
j∈N θj > c). By the definition of tpiv, when p∗(θ) = 1, θi−tpivi (θ) =

{∑
j∈N θj−c, θi−θ

}
.

Since we assumed nθ < c, there exists i ∈ N such that θi > θ. For this i, we have θi−tpivi (θ) > 0.

By individual rationality of tpiv,
∑

j∈N (θj − tpivj (θ)) > 0.
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Proof. Pick an arbitrary profile θ ∈ Θn. If
∑

i∈N θi > c, every agent i’s payment

is weakly greater in (p∗, tFB) than in (p∗, tpiv). If
∑

i∈N θi < c, the payments of all

agents in both (p∗, tFB) and (p∗, tpiv) are zero. Therefore, (p∗, tpiv) is a range-top

selection of each i from F p.

We claim that F p satisfies ESR. The strategy-proofness of (p∗, tpiv) is well-

known. In order to show that F p is strategy-resistant, pick i ∈ N and θ∗i , θi ∈ Θ

such that θ∗i ̸= θi. Since (p
∗, tpiv) is strategy-proof, agent i with valuation θ∗i weakly

prefers the pivotal outcome given by (p∗, tpiv) at (θ∗i , θ−i) to that at (θi, θ−i) for

each θ−i ∈ Θn−1. Since the first-best outcome at (θi, θ−i) is the outcome with

the same decision and a payment weakly larger than the pivotal payment, agent i

with valuation θ∗i weakly prefers the pivotal outcome at (θi, θ−i) to the first-best

outcome at the same profile. Therefore, F p satisfies strategy-resistance.

Next, we show that F p satisfies the Flip Condition. Let i ∈ N and θ∗i , θi ∈ Θ

be such that θ∗i ̸= θi. If θ∗i > θi, choose x =
(
1, (θi, θ−i)

)
where θj = θ for each

j ∈ N \ {i}, and y =
(
0, (0, . . . , 0)

)
. If θ∗i < θi, choose x =

(
0, (0, . . . , 0)

)
and

y =
(
1, (θi, θ−i)

)
where θj = θ for each j ∈ N \ {i}. In either case x is strictly

preferred to y under θ∗i while x and y are indifferent under θi. Therefore (F1) and

(F2) in Definition 4.4 are satisfied. Consider an agent j ∈ N \{i}. The alternative
where the public good is provided and j pays θ can give j a payoff of zero at best.

The alternative where the public good is not provided and j pays nothing, gives j

a payoff of zero. On the other hand, the SCF (p∗, tpiv) gives j a payoff of at least

zero at every valuation. Therefore (F3) is satisfied.

The result now follows from an application of Theorem 4.6.

5.3 Two-sided Matching

In this subsection, we consider the marriage problem between men and women.23

Let N = {1, . . . , n} be the set of men, and let W = {w1, . . . , wm} be the set

of women, where n and m are positive integers. Let ∅ denote remaining single.

Every man i ∈ N has a strict preference over W ∪ {∅}, denoted by ≻i. This

is assumed to be private information of i. The set of all strict preferences over

W ∪ {∅} is denoted by P . Each woman wj ∈ W has a strict preference over

M ∪ {∅}, denoted by ≻wj
. We focus on the incentive problem for men and

assume that every woman’s preference ≻wj
is known to everyone and fixed in this

entire subsection.

A matching µ : N → W ∪ {∅} is a function such that for each i, i′ ∈ N

23The result of this subsection can be easily generalised to the many-to-one matching model.
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with i ̸= i′, µ(i) = µ(i′) implies µ(i) = ∅. If µ(i) = ∅, man i remains single,

and if µ(i) = w ∈ W , man i is matched with woman w. Pick an arbitrary

w ∈ W . We let µ−1(w) = i whenever µ(i) = w for some i ∈ N . Abusing notation

slightly, when there exists no i ∈ N such that µ(i) = w, we let µ−1(w) = ∅. For

each w ∈ W , µ−1(w) = ∅ if woman w remains single. Let A be the set of all

matchings. For each man i ∈ N , i’s preference ≻i ∈ P over W ∪ {∅} induces a

preference Ri over A defined as follows: for each µ, µ′ ∈ A, µ Ri µ
′ if and only if

µ(i) ≻i µ
′(i) or µ(i) = µ′(i). This preference Ri is denoted by Ri(≻i) in order to

make Ri’s dependence on ≻i explicit. Let Di be the set of preferences Ri over A

such that Ri = Ri(≻i) for some ≻i ∈ P . This is a set of separable preferences of

matchings induced from strict preferences over partners, and thus, two matchings

are indifferent for i if man i is matched with the same woman. Since Ri is a

bijection from P to Di for each i ∈ N , we identify these two sets. Under this

identification, a SCF (or SCC) is a function (or correspondence) from Pn to A.

For each preference profile ≻ = (≻i)i∈N ∈ Pn, a matching µ ∈ A is stable

at ≻ if (a) there exists no man i ∈ N such that ∅ ≻i µ(i), (b) there exists no

woman w ∈ W such that ∅ ≻w µ−1(w) and (c) there exists no man-woman pair

(i, w) ∈ N ×W such that w ≻i µ(i) and i ≻w µ−1(w). Let S(≻) ⊆ A be the set

of all stable matchings at ≻. We say that a SCF f : Pn → A is stable if for each

≻ ∈ Pn, f(≻) ∈ S(≻). It is known that for each ≻ ∈ Pn, there exists a unique

stable matching µ ∈ S(≻) such that for each µ′ ∈ S(≻) and each i ∈ N , either

µ(i) ≻i µ
′(i) or µ(i) = µ′(i). This is the so-called man-optimal stable matching at

≻. Let fMO : Pn → A be the SCF such that fMO(≻) is the man-optimal stable

matching at each ≻ ∈ Pn.

Let F be a SCC that assigns a set of stable matchings including the man-

optimal one at each preference profile, i.e., for each ≻ ∈ Pn, F (≻) ⊆ S(≻) and

fMO(≻) ∈ F (≻). Our main result in this subsection is the following:

Proposition 5.3. The SCC F is implementable in undominated strategies by a

finite mechanism.

Proof. By definition fMO is the range-top selection of man i from F for all i ∈ N .

We show that F satisfy ESR and the Flip Condition.

It is well-known that fMO is strategy-proof (with respect to men’s preferences).

Strategy-resistance of F is an immediate consequence of the strategy-proofness of

fMO and the man-optimality property.24

24See, e.g., Roth and Sotomayor (1990, Theorem 4.10).
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In order to show that F satisfies the Flip Condition, let i ∈ N and ≻∗
i ,≻i ∈ P

with ≻∗
i ̸= ≻i. Since ≻∗

i ̸= ≻i, there exist w,w
′ ∈ W ∪{∅} such that w ≻∗

i w
′ and

w′ ≻i w. Let x ∈ A be the matching such that x(i) = w and x(i′) = ∅ for each

i′ ∈ N \{i}, and y ∈ A be the matching such that y(i) = w′ and y(i′) = ∅ for each

i′ ∈ N \ {i}. Then (F1) and (F2) in Definition 4.4 are satisfied by assumption.

All men other than i remain single in both x and y. Since all men are at least as

well off in every stable matching as they are remaining single, it follows that (F3)

is also satisfied.

The result now follows from an application of Theorem 4.6.

A consequence of Proposition 5.3 is that the stable-matching correspondence

S is implementable in undominated strategies by a finite mechanism. This is an

unexpected result in view of the fact that fMO is the only strategy-proof selection

from S (see Alcalde and Barberà (1994)).

Another well-known property of the man-optimal stable matching is that at

all ≻ ∈ Pn, fMO(≻) is the worst alternative among S(≻) in terms of the Pareto

ranking of women. In other words, every woman weakly prefers every stable

matching to the man-optimal matching at all preference profiles. Suppose that

the mechanism designer’s preference exhibits “regard” for the welfare of women

or for fairness between two sides.25 If there exists a preference profile ≻ ∈ Pn and

a stable matching µ ∈ S(≻) such that the designer strictly prefers µ to fMO(≻)

at ≻, Proposition 5.3 shows the existence of a stable and implementable SCC F

which outperforms fMO.

6 Discussion

In this section, we discuss some aspects of our model and mechanism.

6.1 Remarks on the Solution Concept

In the example discussed in Section 3, the R messages are critical in establish-

ing the undominance of the G messages. In particular, the G messages are not

dominated by the B messages because they do better than the latter when the

other man plays an R message. However, the R messages themselves are domi-

nated at each preference — for example, for each i and qi, message (qi,≻213
i ,R)

is weakly dominated by (qi,≻213
i ,B) at ≻213

i and (qi,≻123
i ,R) is weakly dominated

25An example of a SCF that respects fairness between two sides is the “median stable match-
ing” SCF (Teo and Sethuraman, 1998; Sethuraman et al., 2006; Klaus and Klijn, 2006).
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by (qi,≻123
i ,B) at ≻123

i . In fact, the general implementing mechanism that we

construct in the proof of Theorem 4.6, has this feature — the R messages could

be dominated for some preferences. For reference, we call a mechanism covered

if for each agent i and each message mi, there exists a preference at which mi is

undominated. The above observation verifies that our implementing mechanism

is not covered.

Several remarks are pertinent in light of this observation. The first is that

the use of such dominated messages is entirely consistent with the notion of im-

plementation in undominated strategies. It implicitly permits a possible lack of

knowledge of rationality of the other agents. Dominated strategies may be chosen

by “irrational” agents, for example, “level 0” agents who randomly choose every

strategy with positive probability (Nagel, 1995; Camerer et al., 2004). We note

that constructions that involve use of dominated messages like ours appear in the

literature on undominated Nash implementation (Jackson et al., 2014; Mookherjee

and Reichelstein, 2000).

There are two possible perspectives on our result. The first is to take the un-

dominated implementation notion seriously and recognise that it leads to strong

possibility results. While our construction of implementing mechanism seems too

complicated to apply in practice, we believe that our construction method can

be applicable under stronger implementation notions. The other perspective is

to view our result as a negative result in the same way as the permissive result

of Jackson (1992) on undominated implementation without the boundedness as-

sumption. Our sufficient condition may be interpreted as a statement that many

meaningful SCCs are still implementable even under the boundedness (or finite-

ness) assumption. We remain undecided on the issue believing that both points

of view have justification.

6.2 Complexity of the Mechanism

The Revelation Principle fails in the case of implementation in undominated strate-

gies and the mechanism used in the proof of Theorem 4.6 requires is larger than

the direct mechanism. This may raise concerns about the size or complexity of

the implementing mechanism.

The complexity issue has been discussed extensively in the computer science

literature. For example, in combinatorial auctions, the classic VCG mechanism

(or any direct mechanism) is considered computationally infeasible because the

number of possible preferences grows exponentially as the number of goods in-
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creases. Efficiency loss is typically inevitable if we require that the mechanism

should be computed in polynomial time. For a certain restricted domain of pref-

erences, Babaioff et al. (2009, 2006) propose polynomial-time algorithms under

implementation in undominated strategies which lead to approximate efficiency in

the sense that the total surplus given by any implemented outcome is bounded

from below by the order of square-root of the number of goods.

Our indirect mechanism suffers from the same computational complexity issues

as direct mechanisms do. This is because in the proof of Theorem 4.6, we start

with the strategy-proof SCF, and construct the implementing mechanism by aug-

menting the direct mechanisms. However, we can still claim that our mechanism

is not “far more complex” than the direct mechanisms in the following sense.

Proposition 6.1. Suppose that SCC F satisfies Condition I. Then, there exists a

mechanism which implements F in undominated strategies, with a message space

whose size is bounded from above by a polynomial function with respect to the

number of agents, the number of alternatives, and the number of preference profiles

in the domain.

A proof of the Proposition can be found in Appendix B. The upper bound is

explicitly calculated from the construction in the proof of Theorem 4.6. We do

not explore the issue of tight bounds here, since our implementing mechanism has

many redundant messages, and there remains plenty of room for reducing its size.

An interesting question which can be addressed in future work is whether simpler

and more practical mechanisms can be constructed for implementation.

6.3 Infinite Types

We have assumed thus far that the set of alternatives and hence, the set of prefer-

ences, is finite. However, the literature often considers an infinite set of preferences

or states along with an infinite set of feasible alternatives. For instance, in the

textbook models of auctions and public good provision, agents have “valuations”

measured by real numbers.

If the domain of preferences is not finite, implementability by a finite mecha-

nism cannot generally be achieved. However, minor modifications to the imple-

menting mechanism used in the proof of Theorem 4.6 ensure implementation in

arbitrary environments by a bounded mechanism.

Proposition 6.2. Consider an arbitrary environment (either finite or non-finite).

If a SCC F satisfies Condition I, it can be implemented in undominated strategies

by a bounded mechanism.
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A sketch of the proof can be found in Appendix B.

7 Conclusion

Although our sufficient condition can be applied to several environments of inter-

est, it is still not necessary. After strategy-resistance defined by Jackson (1992),

a number of strengthened necessary conditions have been proposed such as ‘chain

dominance” (Yamashita, 2012) and “strong chain dominance” (Mukherjee et al.,

2017). No known necessary conditions, however, are sufficient.26 Narrowing the

gap between necessity and sufficiency remains an open problem.

A Appendix: Proof of the Main Theorem

We provide a proof of Theorem 4.6.

Let F be a SCC that satisfies Condition I. Let (ti)i∈N be a profile of range-top

selections from F such that ti is strategy-proof for each i ∈ N .

We will construct a finite mechanism that implements F in undominated strate-

gies. The steps underlying the construction will mirror those in Section 3. However

the details are considerably more complex in the general case.

Step 1: Constructing baseline mechanisms

We begin by constructing baseline mechanisms. These mechanisms are more

involved than their counterparts in Section 3 for two reasons. The first is that in

the example, each man had only two possible preferences. Suppose agent i has

more than two preferences. A message mi for i that is undominated at preference

Ri and dominates a message m′
i undominated at another preference R′

i may not

dominate a message m′′
i that is undominated at still another preference R′′

i —

another message m̃i is required for this. For this reason, we introduce a larger

message space in which each agent announces two distinct preferences, called the

primary preference and the secondary preference, together with a colour. The

second is that in the example in Section 3, the man-optimal stable matching is

a strategy-proof range-top selection for all men. In general, range-top selections

may vary across agents necessitating the use of multiple baseline mechanisms. In

every baseline mechanism, the range-top selections of all agents, are employed.

26If the agents are “partially honest” in the sense of Dutta and Sen (2012), Mukherjee et al.
(2017) show that strong chain dominance is a necessary and sufficient condition for implemen-
tation in undominated strategies by a bounded mechanism.
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For each i ∈ N , let Mi = {(Ri, R
′
i) ∈ Di × Di |Ri ̸= R′

i} × {R,G,B} be the

message space of agent i, and let M =
∏

i∈N Mi. In each message (Ri, R
′
i, Ci) ∈

Mi, Ri and R′
i are the primary preference and the secondary preference respec-

tively while Ci is the colour (“red”, “green”, or “blue”). The message profile

(Ri, R
′
i, Ci)i∈N ∈ M will be denoted simply by (R,R′, C).

We consider two classes of baseline mechanisms. Fix an arbitrary preference

profile R∗ ∈ D. Let Γ̄A,R∗
= (M, ḡA,R∗

) denote the mechanism where ḡA,R∗
is

defined as follows: for all (R,R′, C) ∈ M ,

ḡA,R∗
(R,R′, C) =

t1(R) if (Ri, Ci) = (R∗
i ,G) for each i ∈ N ,

tj(R) otherwise,

where j = max{i ∈ N | (Ri, Ci) ̸= (R∗
i ,G)}.

If each agent i announces R∗
i as their primary preference and the colour green,

the outcome is the alternative which is agent 1’s range-top selection at profile R∗,

i.e. t1(R∗). Otherwise pick the agent j who is the agent with the highest index in

the set of agents i who do not announce R∗
i and green as their primary preference

and colour. The outcome is the alternative which is agent j’s range-top selection

at the announced primary preference profile.

Fix an arbitrary agent j ∈ N . Let Γ̄U,j = (M, ḡU,j) be the mechanism where

ḡU,j is defined by ḡU,j(R,R′, C) = tj(R). The outcome is the alternative given by

agent j’s range-top selection at the announced primary preference profile.

Some features of Γ̄A,R∗
and Γ̄U,j are worth noting. Secondary preferences do

not play a role in either. In Γ̄U,j, the outcomes are independent of the colour

announced by any agent. Moreover Γ̄U,j is independent of j in the special case

where t1 = · · · = tn.

We shall analyse the mechanisms constructed in Step 1 and subsequent steps

in terms of certain domination properties. We define these below.

For an arbitrary mechanism (M, g), we say that a messagemi ∈ Mi very weakly

dominates m′
i ∈ Mi at Ri ∈ Di if g(mi,m−i) Ri g(m

′
i,m−i) for each m−i ∈ M−i.

An equivalent requirement is that either (i) mi dominates m′
i at Ri, or (ii) for

each m−i ∈ M−i, g(mi,m−i) Ii g(m
′
i,m−i). We note that, in the second case, m′

i

may be undominated at Ri, and if g(mi,m−i) ̸= g(m′
i,m−i), m

′
i may implement

an alternative that is not implemented by mi.

In Definition A.1 below, we consider mechanisms with the message space de-

fined earlier in Step 1, (each player announces a primary preference, a distinct

secondary preference and a colour) but an arbitrary outcome function.
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Definition A.1. The mechanism Γ = (M, g) satisfies the dominance property if

for each i ∈ N , each Ri, R
′
i, R

′′
i ∈ Di and each Ci ∈ {R,G,B}, we have

(DP1) The message (Ri, R
′
i,B) ∈ Mi very weakly dominates the message

(R′
i, R

′′
i , Ci) ∈ Mi at Ri, and

(DP2) The message (Ri, R
′
i,B) ∈ Mi very weakly dominates the message

(Ri, R
′′
i ,R) ∈ Mi at Ri.

Condition (DP1) expresses a truth-telling property. Suppose agent i’s true

preference is Ri and let R′
i be another preference. Announcing the true preference

Ri as the primary message, the “lie” R′
i as the secondary preference and the colour

blue, very weakly dominates announcing R′
i as the primary message, any R′′

i as

the secondary preference and any colour. Note that the definition of the message

space implies Ri ̸= R′
i and R′

i ̸= R′′
i . Since Ri ̸= R′

i, (DP1) imposes no restriction

on dominance between two messages with the same primary preference. Such

a restriction is imposed in (DP2). It requires the blue message to very weakly

dominate the red message whenever the two messages have the same primary

preference.

The next lemma is a consequence of the assumption that F satisfies ESR.

Lemma A.2. For each i ∈ N and each R∗ ∈ D, Γ̄A,R∗
and Γ̄U,i satisfy the

dominance property.

Proof. We first consider Γ̄A,R∗
for some R∗ ∈ D. Fix i ∈ N and Ri, R

′
i ∈ Di such

that Ri ̸= R′
i. Let mi = (Ri, R

′
i,B) and m′

i = (R′
i, R

′′
i , C

′
i) for some R′′

i ̸= R′
i and

arbitrary colour C ′
i. Pick an arbitrary message profile m−i = (R−i, R

′
−i, C−i) ∈

M−i of the other agents. Let j be the agent in the message profile (mi,m−i)

with the highest index in the set of agents j′ who do not announce R∗
j as their

primary preference and blue as their colour. Since i is announcing blue, this set

is non-empty. There are two possibilities here, j > i and j = i. In the former

case, the outcomes at (mi,m−i) and (m′
i,m−i) are tj(Ri, R−i) and tj(R′

i, R−i)

respectively. The strategy-proofness of tj implies tj(R′
i, R−i) Ri tj(R′

i, R−i) as

required by (DP1). If j = i, the outcome at (mi,m−i) is ti(Ri, R−i) while the

outcome at (m′
i,m−i) is either t

i(R′
i, R−i) or t

1(R′
i, R−i). Strategy-proofness of ti

in the former case and the strategy-resistance of F in the latter ensure that the

outcome at (mi,m−i) is at least as preferred to the outcome at (m′
i,m−i) according

to Ri. Thus (DP1) is satisfied.

Let mi = (Ri, R
′
i,B) and m′

i = (Ri, R
′′
i ,R). Consider an arbitrary message

profile m−i of the other agents. Since secondary preferences play no role in Γ̄A,R∗
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and neither mi nor m′
i involve a green announcement, the outcome in (mi,m−i)

and (m′
i,m−i) are the same. Therefore (DP2) is satisfied trivially.

We now consider Γ̄U,j for an arbitrarily chosen j ∈ N . By strategy-proofness of

the range-top selection tj, (DP1) is satisfied. By the definition of the mechanism,

the implemented alternative only depends on the primary preference. Therefore

(DP2) is satisfied trivially.

Step 2: Adding desirable outcomes

The baseline mechanisms assign alternatives from one of the range-top se-

lections. The SCC F will typically contain alternatives that are not range-top

alternatives. In this step, we construct modified mechanisms in which a “green”

message profile yields such an outcome.

Fix an arbitrary preference profile R∗ ∈ D and an alternative a ∈ F (R∗). Let

ΓA,R∗,a = (M, gA,R∗,a) be the mechanism where gA,R∗,a is defined as follows: for all

(R,R′, C) ∈ M ,

gA,R∗,a(R,R′, C) =

a if (Ri, Ci) = (R∗
i ,G) for each i ∈ N ,

ḡA,R∗
(R,R′, C) otherwise.

This assignment function is independent of the announced secondary preference.

Let ΛA := {(A,R∗, a) |R∗ ∈ D, a ∈ F (R∗)} be the set of indices of the mechanisms

defined in this step.

Lemma A.3. For each R∗ ∈ D and a ∈ F (R∗), ΓA,R∗,a satisfies the dominance

property.

Proof. Consider ΓA,R∗,a for some R∗ ∈ D and a ∈ F (R∗). Fix i ∈ N and

Ri, R
′
i, R

′′
i ∈ Di such that Ri ̸= R′

i. In view of Lemma A.2, we need to consider

only one case in order to establish (DP1). This is the case where mi = (Ri, R
∗
i ,B),

m′
i = (R∗

i , R
′′
i , C

′
i) and (Rj, Cj) = (R∗

j ,G) for all j ∈ N \ {i}. The outcomes at

(mi,m−i) and (m′
i,m−i) are ti(Ri, R

∗
−i) and a respectively. Since ti is a range-top

selection, and F is strategy-resistant, the requirement for (DP1) follows immedi-

ately. Condition (DP2) follows trivially for the same reason that it holds for the

mechanism Γ̄A,R∗
(Lemma A.2).

Step 3: Establishing “undominance”
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In this step, we shall ensure that green messages in the mechanism ΓA,R∗,a

which lead to alternatives that are not range-top selections for agents are not

dominated by blue messages.

Fix any i ∈ N and any R∗
i , Ri ∈ Di with R∗

i ̸= Ri. We construct two mecha-

nisms ΓUG,i,R∗
i ,Ri and ΓUB,i,R∗

i ,Ri . In the former, agent i’s message (R∗
i , ·,G) dom-

inates (R∗
i , Ri,B) at R∗

i , while retaining the dominance property. In the latter,

(R∗
i , ·,B) dominates (R∗

i , Ri,G) at R∗
i , while retaining the dominance property.

According to the Flip Condition, there exist alternatives x, y ∈ A satisfying

the conditions in Definition 4.4. By (F3), there exist j ∈ N \ {i} and a range-top

selection t̄j of j from F such that for each R′ ∈ D, t̄j(R′) R′
j x and t̄j(R′) R′

j y.

Since t̄j(R′) I ′j t
j(R′) for any range-top selection t̄j of j, we have tj(R′) R′

j x and

tj(R′) R′
j y for each R′ ∈ D. For each R′

i ∈ Di, let maxR′
i
{y, x} = y when y R′

i x,

and maxR′
i
{y, x} = x when x P ′

i y, where ties are broken in favour of y. For

each R−i ∈ D−i, we define mechanism ΓUG,i,R∗
i ,Ri = (M,h) as follows: for each

(R̄, R̄′, C) ∈ M ,

(a) If Cj = R, and [either (R̄i, R̄
′
i, Ci) = (R∗

i , Ri,B) or (R̄i, Ci) = (R∗
i ,R) ], then

h(R̄, R̄′, C) = y.

(b) If Cj = R, and (R̄i, R̄
′
i, Ci) ̸= (R∗

i , Ri,B) and (R̄i, Ci) ̸= (R∗
i ,R), then

h(R̄, R̄′, C) = maxR̄i
{y, x}.

(c) If Cj ̸= R (i.e. Cases (a) and (b) above do not apply), then h(R̄, R̄′, C) =

ḡU,j(R̄, R̄′, C).

The mechanism ΓUG,i,R∗
i ,Ri is a suitable modification of Γ̄U,j (where j is the agent

specified in (F3)). If agent j announces the colour red, while agent i announces R∗
i

as his primary preference, Ri as his secondary preference (recall that Ri is fixed

for this mechanism) and blue, or if i announces R∗
i as his primary preference, any

secondary preference and red, then the outcome is y. If agent j announces red but

agent i sends a different message from the one described in the previous line, then

the outcome is one of x and y that is preferred according to the primary preference

R̄i. Thus, in cases (a) and (b), the outcome is independent of announcements made

by agents in N \{i, j}. Finally, if agent j announces green or blue, the outcome is

the same as that in Γ̄U,j for the same message. In particular, the chosen alternative

will be tj(R̄), where R̄ is the announced primary preference profile.

Let ΛUG := {(UG, i, R∗
i , Ri) | i ∈ N,R∗

i , Ri ∈ Di, R
∗
i ̸= Ri}, be the set of indices

of the mechanisms defined here. The next two Lemmas establish properties of

ΓUG,i,R∗
i ,Ri .

Lemma A.4. For each (UG, i, R∗
i , Ri) ∈ ΛUG, the mechanism ΓUG,i,R∗

i ,Ri satisfies

34



the dominance property.

Proof. Fix an arbitrary i ∈ N , R∗
i , Ri ∈ Di with R∗

i ̸= Ri. Let alternatives

x, y ∈ A and agent j ∈ N \ {i} be those specified in Definition 4.4. Consider the

mechanism ΓUG,i,R∗
i ,Ri .

Pick an arbitrary agent k ∈ N . Let mk = (R̄k, R̄
′
k,B) ∈ Mk and m′

k =

(R̄′
k, R̄

′′
k, C

′
k) ∈ Mk be arbitrary messages for k. In order to establish (DP1), we will

show thatmk very weakly dominatesm′
k at R̄k. Letm−k = (R̄−k, R̄

′
−k, C−k) ∈ M−k

be an arbitrary message profile of agents other than k.

Suppose k ∈ N \{i, j}. In view of Lemma A.2, it suffices to only consider m−k

such that Cj = R. By the definition of the mechanism, for such m−k, the outcome

is independent of the announcement made by agent k.

Suppose k = j. Since k announces blue in mk, the outcome at (mk,m−k)

is tk(R̄k, R̄−k). In view of Lemma A.2, we only need to consider the case where

C ′
k = R. The outcome at (m′

k,m−k) depends on the announcement made by agent

i. If (R̄i, R̄
′
i, Ci) = (R∗

i , Ri,B) or (R̄i, Ci) = (R∗
i ,R), the outcome at (m′

k,m−k) is y;

otherwise it is maxR̄i
{y, x}. In either case, (F3) ensures the outcome at (mk,m−k)

is at least as preferred as the outcome at (m′
k,m−k) according to R̄k.

Suppose k = i. Applying Lemma A.2 again, it follows that we only need to

consider m−k such that Cj = R.

If R̄i ̸= R∗
i , (mi,m−i) leads to the outcome maxR̄i

{y, x} while the outcome at

(m′
i,m−i) is either maxR̄′

i
{y, x} or y. Clearly, the outcome at (mk,m−k) is at least

as preferred as the outcome at (m′
k,m−k) according to R̄i.

If R̄i = R∗
i and R̄′

i ̸= Ri, then (mi,m−i) and (m′
i,m−i) lead to outcomes

maxR∗
i
{y, x} and maxR̄′

i
{y, x} respectively. Clearly, the former is at least as pre-

ferred to the latter according to R∗
i .

If R̄i = R∗
i and R̄′

i = Ri, then (mi,m−i) and (m′
i,m−i) lead to outcomes

y and maxR̄′
i
{y, x} respectively. Since R̄′

i = Ri, Condition (F2) implies that

maxR̄′
i
{y, x} = y. Two outcomes are the same.

These arguments establish (DP1). In order to show (DP2), pick an agent k

and messages mk = (R̄k, R̄
′
k,B) ∈ Mk and m′

k = (R̄k, R̄
′′
k,R) ∈ Mk. we will show

that mk very weakly dominates m′
k at R̄k. Fix m−k = (R̄−k, R̄

′
−k, C−k) ∈ M−k.

Suppose k ∈ N \{i, j}. In view of Lemma A.2, it suffices to only consider m−k

such that Cj = R. By the definition of the mechanism, for such m−k, the outcome

is independent of the announcement made by agent k.

Suppose k = j. Since k announces blue in mk, the outcome at (mk,m−k) is

tk(R̄k, R̄−k). The outcome at (m′
k,m−k) depends on i’s messagemi. If (R̄i, R̄

′
i, Ci) =

35



(R∗
i , Ri,B) or (R̄i, Ci) = (R∗

i ,R), the outcome is y; otherwise it is maxR̄i
{y, x}. In

either case, (F3) ensures the outcome at (mk,m−k) is at least as preferred as the

outcome at (m′
k,m−k) according to R̄k.

Suppose k = i. Applying Lemma A.2, we only need to consider the case

when m−k is such that Cj = R. If R̄i ̸= R∗
i , the outcome at both (mk,m−k) and

(m′
k,m−k) is maxR̄i

{y, x}. If R̄i = R∗
i and R̄′

i = Ri, the outcome at both (mk,m−k)

and (m′
k,m−k) is y. In each case, it is trivially true that (mk,m−k) is at least as

preferred as (m′
k,m−k) according to R̄k. If R̄i = R∗

i and R̄′
i ̸= Ri, the outcomes

at (mk,m−k) and (m′
k,m−k) are maxR∗

i
{y, x} and y respectively. According to

(F1), the outcome at (mk,m−k) is strictly preferred to the outcome at (m′
k,m−k)

according to R̄k = R∗
k.

27 These arguments establish (DP2).

In the next Lemma, we show that the green message dominates the blue mes-

sage with the same primary preference in the mechanism ΓUG,i,R∗
i ,Ri . It is impor-

tant to emphasise that we are now referring to dominance rather than very weak

dominance.

Lemma A.5. For each (UG, i, R∗
i , Ri) ∈ ΛUG and each R′

i ∈ Di\{R∗
i }, (R∗

i , R
′
i,G)

dominates (R∗
i , Ri,B) at R

∗
i in mechanism ΓUG,i,R∗

i ,Ri.

Proof. Fix an arbitrary agent i ∈ N and preferences R∗
i , Ri with R∗

i ̸= Ri. Let

x, y ∈ A be the pair of alternatives specified in the Flip Condition (Definition 4.4).

Let R′
i ̸= R∗

i , mi = (R∗
i , R

′
i,G) ∈ Mi, and m′

i = (R∗
i , Ri,B) ∈ Mi. We will show

that mi dominates m′
i in ΓUG,i,R∗

i ,Ri .

Fix m−i = (R̄−i, R̄
′
−i, C−i) ∈ M−i. Let j ∈ N \ {i} be the agent specified in

(F3). Suppose that m−i is such that Cj ̸= R. Then Case (c) in the definition of

ΓUG,i,R∗
i ,Ri applies, and it is easily verified that the outcomes under (mi,m−i) and

(m′
i,m−i) are the same. Suppose thatm−i is such that Cj = R. Then the outcomes

at (mi,m−i) and (m′
i,m−i) are maxR∗

i
{y, x} and y respectively. According to

(F1), the outcome at (mi,m−i) is strictly preferred to the outcome at (m′
i,m−i)

according to R∗
i . We therefore conclude that mi dominates m′

i at R
∗
i .

The mechanism ΓUG,i,R∗
i ,Ri was constructed in order to make green messages

dominant. The mechanism ΓUB,i,R∗
i ,Ri = (M,h′) achieves the same objective for

blue messages. It is defined exactly in the same way as ΓUG,i,R∗
i ,Ri except that

Conditions (a) and (b) in that definition are replaced by Conditions (d) and (e)

below. As is evident from the definition of the two mechanisms, one is constructed

from the other by interchanging the green and blue messages.

27In this case, we assume R̄i = R∗
i and R̄′

i ̸= Ri. Recall that we also assumed R̄′
i ̸= R̄i. Since

R∗
i ̸= Ri by definition, this case emerges only when |Di| ≥ 3.
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(d) If Cj = R, and [either (R̄i, R̄
′
i, Ci) = (R∗

i , Ri,G) or (R̄i, Ci) = (R∗
i ,R) ], then

h′(R̄, R̄′, C) = y.

(e) If Cj = R, and (R̄i, R̄
′
i, Ci) ̸= (R∗

i , Ri,G) and (R̄i, Ci) ̸= (R∗
i ,R), then

h′(R̄, R̄′, C) = maxR̄i
{y, x}.

Let ΛUB := {(UB, i, R∗
i , Ri) | i ∈ N,R∗

i , Ri ∈ Di, R
∗
i ̸= Ri} be the set of indices

of the mechanisms defined here. Let ΛU = ΛUG ∪ ΛUB, and Λ = ΛA ∪ ΛU .

The next three Lemmas establish dominance properties of ΓUB,i,R∗
i ,Ri . Lemma A.6

states that the mechanism satisfies the dominance property that the previous

mechanisms satisfied. Lemma A.7 shows that some of the very weak dominance

relations in the dominance property are strengthened to (weak) dominance re-

lations. Finally, Lemma A.8 is the counterpart of Lemma A.5. The proofs of

Lemmas A.6, A.7 and A.8 are virtually identical to the arguments in the proofs

of Lemmas A.4 and A.5 and are omitted.

Lemma A.6. For each (UB, i, R∗
i , Ri) ∈ ΛUB, the mechanism ΓUB,i,R∗

i ,Ri satisfies

the dominance property.

Lemma A.7. For each (UB, i, R∗
i , Ri) ∈ ΛUB, each R′

i, R
′′
i ∈ Di and each C ′

i ∈
{R,G,B}, in mechanism ΓUB,i,R∗

i ,Ri,

(i) (R∗
i , Ri,B) ∈ Mi dominates (Ri, R

′′
i , C

′
i) ∈ Mi at R

∗
i and

(ii) (R∗
i , R

′
i,B) ∈ Mi dominates (R∗

i , R
′′
i ,R) ∈ Mi at R

∗
i .

Lemma A.8. For each (UB, i, R∗
i , Ri) ∈ ΛUB and each R′

i ∈ Di\{R∗
i }, (R∗

i , R
′
i,B)

dominates (R∗
i , Ri,G) at R∗

i in mechanism ΓUB,i,R∗,Ri.

Step 4: Combining the mechanisms constructed in Steps 2 and 3

In Steps 2 and 3, we have introduced two separate classes of mechanisms

with indices in ΛA and ΛU , respectively. In this step, we construct an extended

mechanism by combining the mechanisms constructed in Steps 2 and 3. The

extended mechanism is denoted by G = (M, g) where M =
∏

i∈N Mi. For each

i ∈ N , agent i’s message space isMi = Qi×Mi where Qi is a certain finite set that

will be clear later. For each announced message profile (q,m) = (qi,mi)i∈N ∈ M,

the outcome is given by the following two-stage procedure. In the first stage, an

index of the mechanism γ(q) ∈ Λ is selected according to the announced profile

q. In the second stage, the outcome is given in the selected mechanism Γγ(q)

by g(q,m) = gγ(q)(m). By the definitions of the mechanisms, it is immediate

that, every message profile (q, R̄, R̄′, C) ∈ M with Ci ∈ {G,B} for each i ∈ N ,

yields an alternative in F (R̄), the set of alternatives assigned by F at the primary
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preference profile R̄. By Lemmas A.3, A.4 and A.6, it is also immediate that, for

each agent i ∈ N , each colour Ci, each qi ∈ Qi and each R̄i, R̄
′
i ∈ Di with R̄i ̸= R̄′

i,

(qi, R̄i, R̄
′
i, Ci) is very weakly dominated at any preference R′

i ̸= R̄i. Moreover,

when Ci = R, (qi, R̄i, R̄
′
i, Ci) is very weakly dominated at any preference R′

i ∈ Di.

The function γ is required to satisfy certain properties that we list in Definition

A.9 below.

Definition A.9. We say that the pair of a finite set Q =
∏

i∈N Qi and the function

γ : Q → Λ is an extended modulo form if the following properties hold:

(a) For each λ ∈ Λ, each i ∈ N and each q−i ∈ Q−i, there exists qi ∈ Qi such

that γ(qi, q−i) = λ.

(b) For each i ∈ N and each qi, q
′
i ∈ Qi, there exists a bijection π−i : Q−i → Q−i

such that for each q−i ∈ Q−i, γ(qi, q−i) = γ(q′i, π−i(q−i)).

(c) For each λ ∈ Λ, each i ∈ N and each qi, q
′
i ∈ Qi, there exists q−i ∈ Q−i

such that γ(qi, q−i) = γ(q′i, q−i) = λ.

Property (a) of Definition A.9 guarantees that for any message profile of the

others and for any mechanism, the agent can choose her message so that the

intended mechanism is selected. This is the property satisfied by the usual modulo

game which outputs the result depending upon
∑

i∈N qi modulo some natural

number. Because of this property, we can observe that for any message profile of

the others (q−i,m−i) and (A,R∗, a) ∈ ΛA, agent i can choose qi ∈ Qi appropriately

to ensure that mechanism ΓA,R∗,a is played. Then, by the definition of ΓA,R∗,a, any

a ∈ F (R∗) can be supported by a message profile in the extended mechanism

where the primary preference profile is R∗. Property (b) formalises symmetry

between qi’s. It says that changing qi to q′i has the same effect as changing q−i to

π−i(q−i) for each q−i. The usual modulo game satisfies this property where π−i is

the function subtracting q′i− qi from qj for some j ∈ N \ {i}. Property (c) implies

that for any arbitrary pair of messages (qi,mi), (q
′
i,mi) and index λ, there exists

a profile of messages of the other agents q−i ∈ Q−i, such that these two messages

result in the same mechanism Γλ. If qi = q′i, this is trivial for any q−i ∈ Q−i. The

novelty of property (c) is that even when qi ̸= q′i, two messages lead to the same

mechanism for some q−i ∈ Q−i. This is the property that the usual modulo game

does not possess.

In Section 3, we described the construction of the extended modulo form in a

special case. A similar idea is applied to the construction in the general case.

Lemma A.10. For each finite index set Λ, an extended modulo form exists.
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Proof of Lemma A.10. Since Λ is a finite set, we assume without loss of generality

that Λ = {0, 1, . . . , L − 1} where L = |Λ|. By definition, L ≥ 2. We explicitly

construct a finite set Qi for each i ∈ N , and a function γ : Q → Λ satisfying the

properties in Definition A.9.

Let K = min{k ∈ Z | 2k ≥ L} ≥ 1. Let Qi = {0, 1, 2, 3, 4, 5}K for all i ∈ N .

A generic element in Qi is denoted by qi = (q1i , q
2
i , . . . , q

K
i ) = (qki )k=1,...,K where

qki ∈ {0, 1, 2, 3, 4, 5} for each k = 1, . . . , K. For each q = (qi)i∈N and each k ∈
{1, . . . , K}, let s(qk1 , . . . , qkn) ∈ {0, 1} be defined by

s(qk1 , . . . , q
k
n) =

0 if there exists κ ∈ {0, 1, 3} such that
∑

i∈N qki ≡ κ mod 6,

1 if there exists κ ∈ {2, 4, 5} such that
∑

i∈N qki ≡ κ mod 6,

and let γ(q) ∈ Λ be

γ(q) =


∑K

k=1 s(q
k
1 , . . . , q

k
n)2

k−1 if
∑K

k=1 s(q
k
1 , . . . , q

k
n)2

k−1 ≤ L− 1,

0 otherwise.

The integer K is the smallest integer that allows a binary representation of the

the first L integers. Each agent announces K integers from the set {0, 1, 2, 3, 4, 5}.
The profile of K integers is then transformed into an ordered K-tuple of 0’s and

1’s (or a K-bit) by the function s. If this collection is the binary representation

of an integer in Λ, then that integer is chosen; otherwise (which could occur if

2K > L− 1) 0 is picked.

Fix an arbitrary integer in Λ and let α be its unique binary representation.

The function s is constructed in a manner such that for every profile of integer

announcements by the other agent, each agent i has an integer announcement

that ensures that the resultant K-bit is α. This ensures that Property (a) in

Definition A.9 is satisfied.

In order to show Property (b), pick i ∈ N , qi, q̂i ∈ Qi and q−i ∈ Q−i. Pick

an arbitrary j ̸= i and let q̂j be such that q̂kj ≡ qkj + qki − q̂ki mod 6 for all k =

1, . . . , K. It is readily verified that γ(qi, q−i) = γ(q̂i, q̂j, q−(i,j)) and the mapping

that associates q−i with (q̂j, q−(i,j)) is a bijection.

In order to show Property (c), pick i ∈ N and any qi, q̂i ∈ Qi. It is straight-

forward to check that for each k ∈ {1, . . . , K} and each a ∈ {0, 1}, there exists

qk−i such that s(qki , q
k
−i) = s(q̂ki , q

k
−i) = a. Consider the case when a = 0. De-

note rk = q̂ki − qki . In each of the cases where rk ≡ 0, 1, 2, 3, 4, 5 mod 6, qk−i

can be chosen such that
∑

j∈N qkj ≡ 0, 0, 1, 0, 3, 1 mod 6 respectively. Suppose
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a = 1. In each of the cases rk ≡ 0, 1, 2, 3, 4, 5 mod 6, qk−i can be chosen such that∑
j∈N qkj ≡ 2, 4, 2, 2, 4, 5 mod 6 respectively.

Lemma A.11 below established various properties of the extended mechanism

G with an associated extended modulo form (Q, γ).

Lemma A.11. For all i ∈ N , Ri ∈ Di, and mi,m
′
i ∈ Mi, the following statements

hold.

(i) if for each λ ∈ Λ, mi very weakly dominates m′
i at Ri in mechanism Γλ, then

for each qi ∈ Qi, (qi,mi) very weakly dominates (qi,m
′
i) at Ri in mechanism

G.
(ii) if for each λ ∈ Λ, mi very weakly dominates m′

i at Ri in mechanism Γλ, and

there exists λ ∈ Λ such that mi dominates m′
i at Ri in mechanism Γλ, then

for each qi ∈ Qi, (qi,mi) dominates (qi,m
′
i) at Ri in mechanism G.

(iii) if there exist λ ∈ Λ and m−i ∈ M−i such that gλ(mi,m−i) Pi g
λ(m′

i,m−i),

then for each qi, q
′
i ∈ Qi, (qi,mi) is not dominated by (q′i,m

′
i) at Ri in mech-

anism G. In particular, if there exists λ ∈ Λ such that mi dominates m′
i at

Ri in mechanism Γλ, then for each qi, q
′
i ∈ Qi, (qi,mi) is not dominated by

(q′i,m
′
i) at Ri in mechanism G.

Proof. (i): Suppose that for each λ ∈ Λ, mi very weakly dominates m′
i at Ri in Γλ.

For each qi ∈ Qi, each q−i ∈ Q−i, and each m−i ∈ M−i, g
(
(qi, m̂i), (q−i,m−i)

)
=

gγ(qi,q−i)(m̂i,m−i) for m̂i ∈ {mi,m
′
i}. Since mi very weakly dominates m′

i at Ri in

Γγ(qi,q−i), gγ(qi,q−i)(mi,m−i) Ri g
γ(qi,q−i)(m′

i,m−i). Therefore, (qi,mi) very weakly

dominates (qi,m
′
i) at Ri in G.

(ii): By (i), (qi,mi) very weakly dominates (qi,m
′
i) at Ri in G. Suppose there exists

λ ∈ Λ such that mi dominates m′
i at Ri in Γλ. Then, there exists m−i ∈ M−i

such that gλ(mi,m−i) Pi g
λ(m′

i,m−i). By Property (a) in Definition A.9, for each

qi ∈ Qi, there exists q−i ∈ Q−i such that γ(qi, q−i) = λ. Using the definition

of g we have g
(
(qi,mi), (q−i,m−i)

)
Pi g

(
(qi,m

′
i), (q−i,m−i)

)
. Therefore, (qi,mi)

dominates (qi,m
′
i) at Ri in G.

(iii): Suppose there exists λ ∈ Λ and m−i ∈ M−i such that gλ(mi,m−i) Pi

gλ(m′
i,m−i). By Property (c) in Definition A.9, there exists q−i ∈ Q−i such that

γ(qi, q−i) = γ(q′i, q−i) = λ. Using the definition of g we have g
(
(qi,mi), (q−i,m−i)

)
Pi

g
(
(qi,m

′
i), (q−i,m−i)

)
. Therefore, (qi,mi) is not dominated by (qi,m

′
i) at Ri in

G.

Step 5: Implementation of F
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We finally prove that the extended mechanism G = (M, g) constructed in

Step 4 implements F in undominated strategies. Recall that Ui(Ri,G) denotes the
set of undominated messages at Ri for agent i.

Four additional lemmas lead to the conclusion. First, we provide a necessary

condition for a message to be undominated at a preference profile. If the message

is undominated at Ri ∈ Di, then its primary preference equals Ri and its colour

is either “green” or “blue”.

Lemma A.12. For each i ∈ N , each Ri ∈ Di and each µi = (·, R∗
i , ·, Ci) ∈ Mi.

If µi ∈ Ui(Ri,G), then R∗
i = Ri and Ci ∈ {G,B}.

Proof. Fix i ∈ N and Ri ∈ Di. Suppose that µi = (qi, R
∗
i , R

′
i, Ci) ∈ Mi is

undominated at Ri. If R∗
i ̸= Ri. Lemmas A.4, A.6, A.7 (i) and A.11 (ii) imply

(qi, Ri, R
∗
i ,B) dominates µi. Since we assumed that µi is undominated at Ri, we

have R∗
i = Ri. Suppose R∗

i = Ri. Lemmas A.4, A.6, A.7 (ii) and A.11 (ii) imply

(qi, Ri, R
′
i,B) dominates (qi, R

∗
i , R

′
i,R). Since we assumed that µi is undominated

at Ri, we have Ci ∈ {G,B}.

We now show that the necessary condition in Lemma A.12 is also sufficient,

i.e., all messages in Lemma A.12 are undominated at the primary preference.

Lemma A.13. For each i ∈ N , each R∗
i ∈ Di, and each µi = (·, R∗

i , ·, Ci) ∈ Mi,

if Ci ∈ {G,B}, then µi ∈ Ui(R
∗
i ,G).

Proof. Pick i ∈ N , and µi = (qi, R
∗
i , Ri, Ci) ∈ Mi with Ci ∈ {G,B}. In the proof

of Lemma A.12, we observed that a blue message with its primary preference

being R∗
i dominates at R∗

i any message with the primary preference not equal to

R∗
i and any message with the colour red. Therefore, it suffices to show that µ is

not dominated by µ′
i at R

∗
i for any µ′

i = (q′i, R
∗
i , R

′
i, C

′
i) ∈ Mi with C ′

i ∈ {G,B}.
We first consider the case where Ci = G. There are three possibilities for C ′

i

and R′
i which we consider in turn.

Suppose C ′
i = B. By Lemma A.5, (R∗

i , Ri,G) dominates (R∗
i , R

′
i,B) in ΓUG,i,R∗

i ,R
′
i .

By Lemma A.11 (iii), µi is not dominated by µ′
i = (q′i, R

∗
i , R

′
i,B) at R

∗
i for any q′i.

Suppose C ′
i = G and R′

i ̸= Ri. By the definition of ΓUB,i,R∗
i ,R

′
i , when m−i =

(R−i, R
′
−i, C−i) ∈ M−i satisfies Cj = R for each j ∈ N\{i}, gUB,i,R∗

i ,R
′
i((R∗

i , Ri,G),m−i) =

maxR∗
i
{y, x} and gUB,i,R∗

i ,R
′
i((R∗

i , R
′
i,G),m−i) = y. By Condition (F1) in the Flip

Condition, we have maxR∗
i
{y, x} P ∗

i y. Lemma A.11 (iii) now implies that µi is

not dominated by µ′
i = (q′i, R

∗
i , R

′
i,G) at R∗

i for any q′i.

Suppose C ′
i = G and R′

i = Ri. In order to see that µi is not dominated

by µ′
i, let ui : A → R be any utility function that represents preference R∗

i .

41



For any µ̃i ∈ Mi and m̃−i ∈ M−i, the expression
∑

q̃−i∈Q−i
ui

(
g
(
µ̃i, (q̃−i, m̃−i)

))
is well-defined by virtue of the finiteness of Q−i. Observe that µi and µ′

i in-

volve the same announcement of primary and secondary preferences and colour,

(R∗
i , Ri,G). They differ only in their integer announcements, qi in µi and q′i in

µ′
i. Let π−i : Q−i → Q−i be the bijection specified in Definition A.9 (b), for

the integers qi and q′i. For any m̃−i ∈ M−i,
∑

q̃−i∈Q−i
ui

(
g
(
µi, (q̃−i, m̃−i)

))
=∑

q̃−i∈Q−i
ui

(
g
(
µ′
i, (π−i(q̃−i), m̃−i)

))
=

∑
q̃−i∈Q−i

ui

(
g
(
µ′
i, (q̃−i, m̃−i)

))
where the sec-

ond equality is a consequence of the assumption that π−i is a bijection. This

implies that if there exists (q̃−i, m̃−i) ∈ M−i such that ui

(
g
(
µi, (q̃−i, m̃−i)

))
<

ui

(
g
(
µ′
i, (q̃−i, m̃−i)

))
, then there exists q̃′−i ∈ Q−i such that ui

(
g
(
µi, (q̃

′
−i, m̃−i)

))
>

ui

(
g
(
µ′
i, (q̃

′
−i, m̃−i)

))
. Hence, µi is not dominated by µ′

i = (q′i, R
∗
i , Ri,G) at R∗

i for

any q′i.

When Ci = B, the proof that µi is not dominated at R∗
i is parallel to the

arguments in the case where Ci = G and is omitted.

Using the characterisation of undominated messages in G, we show that any

profile of undominated messages implements one of the desired alternatives as-

signed by the SCC F .

Lemma A.14. For each R ∈ D and each µ ∈ U(R,G), we have g(µ) ∈ F (R).

Proof. Pick R ∈ D and µ = (·, R′, ·, C) ∈ U(R,G). It follows from Lemmas A.12

and A.13, R∗
i = Ri and Ci ∈ {G,B} for each i ∈ N . By the construction of G,

gλ(R∗, ·, C) ∈ F (R∗) for all λ ∈ Λ. Thus g(µ) ∈ F (R∗).

Finally, we show that every desired alternative is implemented by a profile of

green messages, which are undominated at the primary preference by Lemma A.13.

Lemma A.15. For each R∗ ∈ D and each a ∈ F (R∗), there exists µ ∈ U(R∗,G)
such that g(µ) = a.

Proof. Pick R∗ ∈ D and a ∈ F (R∗). By Property (a) in Definition A.9, there exists

q ∈ Q such that γ(q) = (A,R∗, a) ∈ ΛA. For each i ∈ N , let µi = (qi, R
∗
i , Ri,G) ∈

Mi where R
∗
i ̸= Ri. By Lemma A.13, µi is undominated at R∗

i . By the definition

of ΓA,R∗,a, we have g(µ) = gA,R∗,a
(
(R∗

i , Ri,G)i∈N
)
= a.

Since G is obviously a finite mechanism, the proof of Theorem 4.6 is complete.
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B Appendix: Other Proofs

We provide proofs of Propositions 6.1 and 6.2.

Proof of Proposition 6.1. We provide an upper bound of the size of the imple-

menting mechanism in the proof of Theorem 4.6 in Appendix A. Recall that the

message space for agent i for each index in the set Λ is Mi ⊆ Di ×Di ×{R,G,B},
i.e. |Mi| ≤ 3|Di|2. The index sets ΛA and ΛU are such that ΛA ⊆ {A} × D × A

and ΛU ⊆ {UG,UB} ×
⋃

i∈N
(
{i} ×Di ×Di

)
. Thus, |ΛA| ≤ |A| × |D| and |ΛU | ≤

2|N |×maxi∈N |Di|2 ≤ 2|N |×|D|2. The extended mechanism G has a message space

Mi = Qi×Mi for each agent i ∈ N where Qi = {0, 1, 2, 3, 4, 5}K andK = min{k ∈
Z | 2k ≥ |Λ|}. Therefore |Qi| ≤ 2(log2 6)|Λ| ≤ 2(log2 6)

(
|A| + 2|N | × |D|

)
|D|, and

|Mi| ≤ 6(log2 6)
(
|A|+ 2|N | × |D|

)
|Di|2 × |D| for each agent i.

Proof of Proposition 6.2. We provide only a sketch of the argument since the proof

of Theorem 4.6 goes through virtually unchanged even if the environment is not

finite. The boundedness of the implementing mechanism G follows from Lem-

mas A.12 and A.13 along with their proofs.

We strengthen Property (b) in Definition A.9 in the definition of the extended

modulo form, when the environment is infinite. We assume that π−i is not only

bijective, but of finite period length. Formally, Property (b′) requires the following:

for each i ∈ N and each qi, q
′
i ∈ Qi, there exist a function π−i : Q−i → Q−i and

an integer k ≥ 1 such that for each q−i ∈ Q−i, γ(qi, q−i) = γ(q′i, π−i(q−i)), and the

k-th iterated composition π−i ◦ · · · ◦ π−i︸ ︷︷ ︸
k

is the identity function.

We show below that such an extended modulo form can be constructed in the

infinite environment. For each i ∈ N , let Qi = {0, 1, 2, 3, 4, 5}Λ. A generic element

qi ∈ Qi is a function from Λ to {0, 1, 2, 3, 4, 5}, and for each λ ∈ Λ, we denote

qi(λ) ∈ {0, 1, 2, 3, 4, 5}. Let Q =
∏

i∈N Qi. When q = (qi)i∈N ∈ Q, for each λ ∈ Λ,

we let q(λ) = (qi(λ))i∈N ∈ {0, 1, 2, 3, 4, 5}n.
For each k = (k1, . . . , kn) ∈ {0, 1, 2, 3, 4, 5}n, let s(k) ∈ {0, 1} be

s(k) =

0 if there exists κ ∈ {0, 1, 3} such that
∑

i∈N ki ≡ κ mod 6,

1 if there exists κ ∈ {2, 4, 5} such that
∑

i∈N ki ≡ κ mod 6.

Pick any index λ0 ∈ Λ (this is possible under the axiom of choice). For each

q = (qi)i∈N ∈ Q, γ(q) ∈ Λ is defined by the following: if there exists λ ∈ Λ

such that s(q(λ)) = 1, and for each λ′ ∈ Λ \ {λ}, s(q(λ′)) = 0, then γ(q) = λ.

Otherwise, γ(q) = λ0. We can show that this γ : Q → Λ is an extended modulo
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form. The proof method is straightforward and similar to that in the proof of

Lemma A.10 and we omit it here.

The only other issue with non-finiteness arises in the proof of Lemma A.13

when we prove that all green and blue messages are undominated at the pri-

mary preference. There, we exploited finiteness of the mechanism to show that

(qi, R
∗
i , Ri, Ci) ∈ Mi is not dominated by (q′i, R

∗
i , Ri, Ci) ∈ Mi. When the mecha-

nism is infinite, we can use the strengthened Property (b′) of the extended modulo

form to arrive at the desired conclusion.

C Another Example of the Implementing Mech-

anism: Auctions

In this appendix, we give an example from the auctions to illustrate the construc-

tion of the implementing mechanism.28 The mechanism in this example is more

complex than in Section 3, and applies the construction method in Appendix A.

The seller (the designer) attempts to sell a single indivisible object. Here,

we assume that only two bidders 1 and 2 participate in the auction, and that

the valuation θi of each agent i ∈ N belongs to a binary set Θ = {θ, θ} where

0 < θ < θ. Each agent i ∈ N has a quasi-linear utility function. If i obtains

the object and pays monetary transfer ti ∈ R, her payoff is θi − ti. If i does not

obtain the object and pays monetary transfer ti, her payoff is −ti. In our analysis,

however, we always assume that any bidder who does not obtain the object, pays

nothing. Let us denote the auction outcome by (i, ti) when bidder i ∈ N wins and

pays ti ∈ R. When the seller keeps the object and no bidder pays, this outcome

is denoted by ∅.

We consider the two auction formats: the second-price auction SCF f II (with-

out reserve price) and the first-price auction SCF f I assuming truthful bidding.

We assume the standard deterministic tie-breaking rule: when θ1 = θ2, bidder

1 wins, and the outcome is (1, θ1). As seen, the outcomes differ in two auction

formats if and only if θ1 ̸= θ2. Table 10 shows the SCC F combining these two

auctions by taking the union of the outcomes implemented by f II and f I.

We assume that the seller wants to maximise the revenue. According to our

criterion, the mechanism designer weakly prefers a mechanism to another if at

each state, the designer weakly prefers any outcome implemented by the former

mechanism to any of those implemented by the latter. The mechanism designer

28See Section 5.1 for our setup of auctions in general.
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f II Bidder 2

θ θ

Bidder 1
θ (1, θ) (2, θ)

θ (1, θ) (1, θ)

f I Bidder 2

θ θ

Bidder 1
θ (1, θ) (2, θ)

θ (1, θ) (1, θ)

Table 9: The second price auction f II (left) and the first price auction f I (right).

Bidder 2

θ θ

Bidder 1
θ {(1, θ)} {(2, θ), (2, θ)}
θ {(1, θ), (1, θ)} {(1, θ)}

Table 10: The acution SCC F .

strictly prefers a mechanism to another if the designer weakly prefers the former

to the latter, and does not weakly prefers the latter to the former. If the designer

prefers more revenue, the designer strictly prefers a mechanism implementing F

to that implementing f II.

We construct a finite mechanism that implements F in undominated strategies.

The construction consists of four steps.

Step 1: Constructing a baseline mechanism

The second-price auction SCF f II, which is the range-top selection from F , is

dominant-strategy implemented by the second-price auction mechanism ΓII. We

augment ΓII and construct Γ̄ = (M, ḡ) which we call the baseline mechanism.

For each i ∈ N , the message space of bidder i consists of his valuation together

with a “colour”: red (R), green (G), or blue (B). Formally, M1 = M2 = Θ ×
{R,G,B}, and for each mi = (θi, Ci) ∈ Mi, i ∈ N , the assignment is given

by ḡ(m1,m2) = f II(θ1, θ2). This mechanism is summarised in the matrix shown

in Table 11. We note that although the outcome in the baseline mechanism is

independent of colours, the role of the colours will be clear in the subsequent

steps.

In the next step, we introduce some modifications in the baseline mechanism

in order to implement the full-surplus extraction outcome generated by f I.

Step 2: Adding the desirable outcome

We modify the baseline mechanism Γ̄ and construct another mechanism ΓA which

yields the full-surplus extraction outcome, at some message profiles.
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Bidder 2

(θ,R) (θ,G) (θ,B) (θ,R) (θ,G) (θ,B)

Bidder 1

(θ,R) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,R) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

Table 11: The baseline mechanism Γ̄ defined in Step 1.

Bidder 2

(θ,R) (θ,G) (θ,B) (θ,R) (θ,G) (θ,B)

Bidder 1

(θ,R) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,R) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

Table 12: The modified mechanism ΓA defined in Step 2.

Let ΓA = (M, gA) be the mechanism with the same message space as Γ̄ and

the assignment function gA defined as follows: for each mi = (θi, Ci) ∈ Mi, i ∈ N ,

if (θ1, θ2) ∈ {(θ, θ), (θ, θ)}, and (C1, C2) = (G,G), then gA(m1,m2) = f I(θ1, θ2).

Otherwise, gA(m1,m2) = ḡ(m1,m2). Therefore, the outcome of ΓA is different

from that of Γ̄ if and only if θ1 ̸= θ2 and each bidder announces colour “green.”

The mechanism is summarised in the matrix shown in Table 12. At each of the

shaded cells, the outcome is worse off for the bidder winning the object.

Step 3: Establishing “undominance”

The mechanism ΓA in the previous step has an outcome with a high payment

θ by the winner when the announced valuation profile is (θ, θ) or (θ, θ). In ΓA,

however, this outcome is not implemented in undominated strategies. This is

because for each θi ∈ Θ, (θi,G) is weakly dominated at θi by (θi,B) in ΓA. To

establish undominance later, for each i ∈ N we modify the outcomes given by the

“red” messages of the other bidder in the baseline mechanism Γ̄ and obtain new
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Bidder 2

(θ,R) (θ,G) (θ,B) (θ,R) (θ,G) (θ,B)

Bidder 1

(θ,R) ∅ (1, θ) (1, θ) (1, θ) (2, θ) (2, θ)

(θ,G) ∅ (1, θ) (1, θ) ∅ (2, θ) (2, θ)

(θ,B) ∅ (1, θ) (1, θ) (1, θ) (2, θ) (2, θ)

(θ,R) ∅ (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,B) ∅ (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

Table 13: The modified mechanism ΓUG1 defined in Step 3.

Bidder 2

(θ,R) (θ,G) (θ,B) (θ,R) (θ,G) (θ,B)

Bidder 1

(θ,R) ∅ ∅ ∅ ∅ (2, θ) ∅
(θ,G) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,R) (2, θ) ∅ (2, θ) (2, θ) (2, θ) (2, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

Table 14: The modified mechanism ΓUG2 defined in Step 3.

mechanisms ΓUGi and ΓUBi .

For each i ∈ N , let ΓUGi = (M, gUGi) be the mechanism with the same message

space as Γ̄ and the assignment function gUGi defined in the matrices shown in

Tables 13 and 14, respectively. The outcomes are modified in the shaded cells.

It is clear that for each i ∈ N , in mechanism ΓUGi , any “green” message of bidder

i with valuation θi is undominated at θi.

Similarly to ΓUGi , for each i ∈ N , let ΓUBi = (M, gUBi) be the mechanism

with the same message space as Γ̄ and the assignment function gUBi defined in

the matrices shown in Tables 15 and 16, respectively. As seen in these matrices,

for each i ∈ N , the mechanism ΓUBi is given by exchanging the “green” messages

and the “blue” messages in ΓUGi . It is clear that for each i ∈ N , in mechanism

ΓUBi , any “blue” message of bidder i with valuation θi is undominated at θi.

It is readily seen that for each i ∈ N and j ∈ N , in mechanisms ΓUGi and

ΓUBi , any “red” message of bidder j with valuation θj is either dominated by or

totally indifferent to the “blue” message with θj at θj, where we say that two
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Bidder 2

(θ,R) (θ,G) (θ,B) (θ,R) (θ,G) (θ,B)

Bidder 1

(θ,R) ∅ (1, θ) (1, θ) (1, θ) (2, θ) (2, θ)

(θ,G) ∅ (1, θ) (1, θ) (1, θ) (2, θ) (2, θ)

(θ,B) ∅ (1, θ) (1, θ) ∅ (2, θ) (2, θ)

(θ,R) ∅ (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,G) ∅ (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

Table 15: The modified mechanism ΓUB1 defined in Step 3.

Bidder 2

(θ,R) (θ,G) (θ,B) (θ,R) (θ,G) (θ,B)

Bidder 1

(θ,R) ∅ ∅ ∅ ∅ ∅ (2, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (2, θ) (2, θ) (2, θ)

(θ,R) (2, θ) (2, θ) ∅ (2, θ) (2, θ) (2, θ)

(θ,G) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

(θ,B) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ) (1, θ)

Table 16: The modified mechanism ΓUB2 defined in Step 3.

messages mi and m′
i are totally indifferent at θi if for each m−i ∈ M−i, g(mi,m−i)

are g(m′
i,m−i) indifferent according to agent i’s preference at θi.

Step 4: Combining the mechanisms in Steps 2 and 3

In Steps 2 and 3, we have constructed three separate classes of mechanisms ΓA,

ΓUGi , ΓUBi , i ∈ N , with a common message space. We make the following obser-

vations that are straightforward:

Observation 1. In each of the mechanisms ΓA, ΓUG1 , ΓUG2 , ΓUB1 , and ΓUB2 ,

for every mi = (θi, Ci) ∈ Mi such that Ci ∈ {G,B}, i ∈ N ,

(m1,m2) implements an outcome in the set F (θ1, θ2).

Observation 2. In each of the mechanisms ΓA, ΓUG1 , ΓUG2 , ΓUB1 , and ΓUB2 , for

every i ∈ N , each colour Ci, and every pair of distinct valuations

θi, θ
′
i, (θ′i, Ci) is either dominated by or totally indifferent to

(θi,B) at θi, and in ΓUBi , (θ′i, Ci) is dominated by (θi,B) at θi.

Observation 3. For every i ∈ N and each θi, in each of the mechanisms ΓA,
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ΓUG1 , ΓUG2 , ΓUB1 , and ΓUB2 , (θi,R) is either dominated by or

totally indifferent to (θi,B) at θi, and in ΓUBi , (θi,R) is domi-

nated by (θi,B) at θi.

Observation 4. For every i ∈ N , in the mechanism ΓUGi , for each θi, (θi,G)

dominates (θi,B) at θi.

We combine five mechanisms ΓA, ΓUG1 , ΓUG2 , ΓUB1 , and ΓUB2 to construct an

implementing mechanism with the required properties.

Let the extended mechanism denoted by G = (M, g) where M = M1 ×M2.

For each i ∈ N , the message space is Mi = Qi × Mi where Qi is a certain

finite set of integers which will be specified later. The idea is that for each an-

nounced message profile
(
(q1,m1), (q2,m2)

)
∈ M, the extended mechanism G

selects one of the mechanisms in {ΓA,ΓUG1 ,ΓUG2 ,ΓUB1 ,ΓUB2} (which we hence-

forth denote by A,UG1, UG2, UB1, UB2, respectively, for convenience) depend-

ing on the integer profile (q1, q2) ∈ Q = Q1 × Q2 and then implements an out-

come specified by (m1,m2) according to the rule in the selected mechanism. Let

γ : Q → {A,UG1, UG2, UB1, UB2} be the function selecting the mechanism. We

explicitly define γ later. Formally, in G, each bidder i announces (qi,mi) simulta-

neously, and the mechanism determines the outcome by a two-stage procedure: In

the first stage, one of the mechanisms γ(q1, q2) ∈ {A,UG1, UG2, UB1, UB2} is se-

lected according to the announced integer profile (q1, q2). In the second stage, the

selected mechanism Γγ(q1,q2) yields an outcome given by g
(
(q1,m1), (q2,m2)

)
:=

gγ(q1,q2)(m1,m2). From Observation 1, it is immediate that, for each bidder i ∈ N

and each message (qi,mi) ∈ Mi containing θi and colour G or B, (m1,m2) imple-

ments an outcome in the set F (θ1, θ2).

Before we define γ explicitly, we introduce functions useful in the definition.

Let Q1
i = Q2

i = Q3
i = {0, 1, 2, 3, 4, 5} for each i ∈ N , and consider the following

s1, s2, s3. For each k ∈ {1, 2, 3} and each (qk1 , q
k
2) ∈ Qk

1 ×Qk
2,

s1(q11, q
1
2) =

A if there exists κ ∈ {0, 1, 3} such that q11 + q12 ≡ κ mod 6,29

U if there exists κ ∈ {2, 4, 5} such that q11 + q12 ≡ κ mod 6,

s2(q21, q
2
2) =

G if there exists κ ∈ {0, 1, 3} such that q21 + q22 ≡ κ mod 6,

B if there exists κ ∈ {2, 4, 5} such that q21 + q22 ≡ κ mod 6,

s3(q31, q
3
2) =

1 if there exists κ ∈ {0, 1, 3} such that q31 + q32 ≡ κ mod 6,

2 if there exists κ ∈ {2, 4, 5} such that q31 + q32 ≡ κ mod 6.
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Function s1 is the same as that in Table 7 in Section 3. Functions s2 and s3 are

virtually the same as s1 where the symbols of the outputs are replaced. For each

k ∈ {1, 2, 3}, sk has two useful properties. To be clear, let k = 1. (i) As in the

usual modulo game, for each λ ∈ {A,U}, each i ∈ N , and each q1−i ∈ Q1
−i, there

exists q1i ∈ Q1
i such that s1(q1i , q

1
−i) = λ. (ii) Unlike in the modulo game, for each

λ ∈ {A,U}, each i ∈ N , and each q1i , q̃
1
i ∈ Qi, there exists q1−i ∈ Q−i such that

γ(q1i , q
1
−i) = γ(q̃1i , q

1
−i) = λ. Similar properties hold for s2 and s3.

Now, we define γ. Let Qi = {0, 1, 2, . . . , 63 − 1} for each i ∈ N , and consider

the following function γ, which we refer to as the extended modulo form. For each

i ∈ N and each qi ∈ Qi, we have a unique triple (q1i , q
2
i , q

3
i ) ∈ Q1

i ×Q2
i ×Q3

i such

that qi = q1i + 6q2i + 36q3i . For these q1i , q
2
i , q

3
i , let

γ(q1, q2) =


A if s1(q11, q

1
2) = A,

UGs3(q21 ,q
2
2)

if s1(q11, q
1
2) = U and s2(q11, q

1
2) = G,

UBs3(q21 ,q
2
2)

if s1(q11, q
1
2) = U and s2(q11, q

1
2) = B.

Because of the aforementioned two properties of s1, s2, s3, function γ has the

related two properties. (i) As in the usual modulo game, it has the property

that for each λ ∈ {A,UG1, UG2, UB1, UB2}, each i ∈ N , and q−i ∈ Q−i, there

exists qi ∈ Qi such that γ(qi, q−i) = λ. This property guarantees that if for every

i ∈ N and each θi, mi is either dominated by or totally indifferent to m′
i at θi

in mechanism Γλ for every λ ∈ {A,UG1, UG2, UB1, UB2}, and mi is dominated

by m′
i at θi in mechanism Γλ for some λ ∈ {A,UG1, UG2, UB1, UB2}, then for

each qi ∈ Qi, (qi,mi) is dominated by (qi,m
′
i) at θi in the extended mechanism

G. By observation 2, for every i ∈ N , each θi, θ
′
i with θi ̸= θ′i, each colour Ci, and

each qi ∈ Qi, (qi, θ
′
i, Ci) ∈ Mi is dominated by (qi, θ,B) at θi. By observation 3,

for every i ∈ N , each θi and each qi ∈ Qi, (qi, θi,R) ∈ Mi is dominated by

(qi, θ,B) at θi. These imply that if (qi, θ
′
i, Ci) ∈ Mi is undominated at θi, then

θ′i = θi and Ci ∈ {G,B}. The converse, however, is not guaranteed by this first

property. (ii) The novel feature of the extended modulo form is that for each

λ ∈ {A,UG1, UG2, UB1, UB2}, each i ∈ N , and each qi, q
′
i ∈ Qi, there exists

q−i ∈ Q−i such that γ(qi, q−i) = γ(q′i, q−i) = λ. This property guarantees that

for each i ∈ N , each θi, and each qi ∈ Qi, and each message (q′i,m
′
i) ∈ Mi,

there exists q−i such that γ(qi, q−i) = γ(q′i, q−i) = UGi. By observation 4, in the

selected mechanism ΓUGi , the message (qi, θi,G) ∈ Mi dominates (qi, θi,B). This

dominance, combined with the implication of the first property, imply that for each

29For each x, y and each positive z, x ≡ y mod z if and only if (x− y)/z is an integer.
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qi ∈ Qi and each θi ∈ Θi, (qi, θi,G) is undominated at θi. Hence, the extended

mechanism G = (M, g) (which is clearly finite) implements F in undominated

strategies.
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