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“Central banks should communicate as precisely as possible, because if their
signals are not clear enough, the result can be unwanted volatility in the
markets, which can also spread to developments in the real economy.”

- Jens Weidmann
President, Deutsche Bundesbank & Chairman of Board of Directors, BIS
02 May, 2018

1 Introduction

Communication has become an increasingly important element of central bankers’ toolkits
over the past few decades, particularly in advanced economies. A large body of existing
work finds that communication works by affecting expectations of future short-term rates,
which in turn helps in influencing the path of longer-term rates as well as other financial
market prices (Blinder et al., 2008). These transmit over longer periods of time to the
broader macroeconomy to output and inflation. However, in order for this transmission
process to be effective and to help in anchoring inflation expectations of economic agents,
it is imperative that the public understands the central bank’s current and expected
future path of actions (Woodford, 2005). Therefore, the success of communication hinges

on how clear and understandable it is.

The important topic of central bank communication has received relatively scant at-
tention in emerging economies, where transmission of monetary policy tends to be less
effective due to a host of reasons, including under-developed financial markets, weak
institutional frameworks, and imperfect competition in the banking sector (Mishra and
Montiel, 2013; Mishra et al., 2012; Bhattacharya et al., 2011). However, recent work by
Brandao-Marques et al. (2020) shows that having a modern monetary policy framework,
such as inflation targeting (IT), matters more for transmission than financial sector de-
velopment. Therefore, communication, as the first step in the transmission process, is

likely to be especially important for emerging economies that have adopted IT.

Therefore, in this paper, we focus on a large emerging economy, India, that has only re-

cently in 2016 officially adopted inflation targeting. Specifically, we analyse the monetary



policy communication of the Reserve Bank of India (RBI) between 1998 and 2018, across
the regimes of five different governors. To do this, we use techniques from computational
linguistics to convert the raw text of monetary policy statements into quantitative indica-
tors that measure different aspects of RBI’s communication. We then use these measures

to study the effects of communication on financial markets.

We ask three inter-related questions. First, is the de-jure move to inflation targeting
reflected in the manner in which RBI communicates its monetary policy decision?! We
look for the most frequently used words in the monetary policy statements of pre and
post IT periods and visualise them in word clouds. Our analysis indicates that there
has been a persistent semantic shift in the content of RBI’s monetary policy statements
since the official implementation of I'T and setting up of the monetary policy committee
(MPC) in October 2016. Since then there has been a clear shift to the word ‘inflation’ as
well as words related to inflation such as ‘fuel’, ‘food’ etc, compared to words frequently
used in the pre-IT years when monetary policy followed a multiple-indicator approach
(such as ‘exchange rate’, ‘exports’ etc). This shift is also apparent in the manner in
which macroeconomic developments in the global and domestic arena are discussed in
the statements, with an explicit focus on upside or downside risks to inflation. Our
finding may not be surprising given India’s move to IT, but it reinforces the intuitive

appeal of our technique.

Second, how has the linguistic complexity of monetary policy statements of the RBI
evolved over the last two decades? To explore this we use two indicators: length and
readability. Length is the number of words used in the statement. It is a simple indicator
of linguistic complexity, less prone to measurement error, and easily replicable. On the
other hand, lengthier statements might still be easy to read, so we complement our
analysis by using a standard index of readability (the Farr-Jenkins-Paterson, henceforth

FJP, index), which counts the number of one syllable words per hundred words. Lower

In a similar vein, Masayuki and Yosuke (2017) evaluate how Governor Kuroda’s communication
strategy changed in 2016 after the introduction of negative interest rate policy. For the US, Acosta and
Meade (2015) focus on the uniqueness of the FOMC’s December 2008 meeting, the key difference being
the addition of discussions on various balance sheet and asset purchase programs.



values of the index indicate lower readability.

Prior to the adoption of I'T, RBI's monetary policy statements were on average lengthier
and less readable, compared to those issued in the post-IT era. In the pre-IT period,
the average monetary policy statement was roughly 13,000 words, with the maximum
going up to 34,000 words; since I'T adoption, this has fallen by three-quarters to 3084
words.? Nevertheless, the RBI’s statements still continue to be longer than those issued
by major advanced economy central banks. For example, since 2000, the average Federal
Open Markets Committee (FOMC) statement in the US has been roughly 500 words.
Ehrmann and Talmi (2019) report that the European Central Bank (ECB)’s statements
are 1400 words on average, compared to around 400 words for Bank of Canada and 540

words for Bank of Japan.

Readability of RBI’s statements, as measured by the FJP index, is fairly low on average,
but has improved with the advent of the IT regime. There is some evidence that the
improvement in readability and shortening of statements may have partly been a function

of governor-specific factors, and not just of the shift to I'T alone.

Finally, what is the effect of RBI’s monetary policy statements on financial markets?
Communication about the central bank’s or the MPC’s current and future economic
outlook can have an important effect on financial markets — provided that it is clear. We
econometrically analyse the association between linguistic complexity of monetary policy
statements — measured by their length and readability — and financial market activity,
using an ordinary least squares regression framework. We hypothesise that lengthier
or more complex statements are cognitively more taxing on readers and hence increase
returns volatility in equity, currency, and bond markets. This is because there is a greater
likelihood for market participants to diverge in their interpretation of the information
conveyed in lengthier and complex statements (Jansen, 2011). The key idea is that more
communication may be undesirable (particularly in the context of transmission) if it is of

bad quality or noisy enough to increase market volatility (Geraats, 2002; Ehrmann and

2For context, an average Masters thesis in economics is roughly 10,000 words; the average financial
disclosure (10-K) filing by a US non-financial firm is 38,000 words (Loughran and McDonald, 2014).



Fratzscher, 2007) or to crowd out private information (Morris and Shin, 2002).

Our hypothesis is built on the existing work on belief dispersion and divergence of opinions
in financial markets. Investors in these classes of models have heterogeneous priors and
interpret public information differently (Banerjee and Kremer, 2010). In a dynamic gen-
eral equilibrium model with investors who have constant relative risk aversion (CRRA)
utility, Atmaz and Basak (2018) show that dispersion of beliefs increases stock price
volatility. Carlin et al. (2014) empirically demonstrate that increases in disagreement are
related to increases in returns volatility in the mortgage-backed security market. Their

results imply a positive risk premium for disagreements in asset prices.

Focusing on volatility allows us to abstract away from assigning a measure of tone or
direction to each monetary policy statement (Blinder et al., 2008); however, we can-
not determine whether markets moved as intended (Rosa, 2011). Crucially, there are
two confounding factors that might effect our results. First, a statement containing a
monetary policy surprise may also drive market volatility. If we do not control for this
announcement effect, or interest rate surprise, we would end up mistakenly attributing
any observed relationship to complexity or length of the statement. Therefore, we cal-
culate monetary policy surprise for each meeting using the methodology of Kamber and
Mohanty (2018), and control for that in our analysis. Secondly, the statements may
themselves be longer or more complicated when the overall macroeconomic situation is
more complex or uncertain. However, our results hold when we account for financial
market volatility of the preceding week, changes in risk aversion or domestic economic

uncertainty, as well as domestic macroeconomic fundamentals.

Our baseline (and most conservative) results indicate that a 1% increase in the length
of a statement, an increase of roughly 115 words, is correlated with 0.24% and 0.23%
increase in equity and currency market volatility respectively over the week following the
monetary policy announcement. We do not find any effect on bond market volatility. The
results are robust to a host of checks, including controlling for society-wide changes in

communication, increases in RBI watchers, business cycle conditions, and market liquidity



and financial conditions.

Conditional on a statement being long, we find that improved readability does not pro-
vide any additional benefits in reducing returns volatility. These results hold with other
popular measures of readability as well, such as Flesch-Kincaid and the Gunning-Fog
Index. However, when we focus on a few highly unreadable statements, i.e. the top 1-5%
using any readability index, we find that there are some non-linearities. At these levels, a
particularly complex statement increases equity and currency market volatility. Hence, it

would seem that the RBI has not gone far enough to improve its statements’ readability.

To the best of our knowledge, ours is the first study that quantitatively analyses the RBI’s
monetary policy communication. India provides an interesting case study to analyse
the effectiveness of central bank communication, for at least two reasons. First, it is
a major emerging market economy that has only recently adopted IT. This marks a
significant departure from the multiple-indicator approach (see, for example, Mohan,
2008) that governed the conduct of monetary policy in the pre-IT era. In this context, it
is interesting to study how the adoption of I'T may have shaped communication and how
linguistic complexity of the statements may be affecting the financial markets, if at all.
Second, the relevant literature on India finds that monetary policy transmission from the
short term policy rate is generally weak (see, for example, Mishra et al., 2016; Das, 2015;
Sengupta, 2014; Bhattacharya et al., 2011; Aleem, 2010). Nothing however is known
about monetary policy communication in India, or the role played by it in the process of
transmission of monetary policy (see, for example, Weidmann, 2018; Hildebrand, 2006).
Our paper sheds light on the possibility that transmission might be further impeded or

affected adversely by poor monetary policy communication.

Our analysis yields important policy implications. The RBI seems to be using a lot of
inputs for its monetary policy decision, but there are significant benefits from clear and
concise communication. We find that part of this has already been achieved through the
legal mandate of IT. As mentioned earlier, our study is also relevant in the context of

monetary policy transmission. A study of the linguistic complexity of RBI’s communica-



tion and its effect on financial markets can help understand the importance of the manner
in which RBI conveys information in its monetary policy statements. For example, if the
statements are on average too long or too complex to comprehend, then the transmission
to financial markets is likely to be weak, which is what we find in our empirical analysis.

This in turn may adversely affect the pursuit of monetary policy objectives by RBI.

The rest of the paper is organised as follows. In section 2 we provide a brief description
of the existing studies on this topic. In section 3, we trace the evolution of monetary
policy in India across the tenures of different governors and highlight the manner in which
communication is now conducted under the I'T regime. In section 4, we discuss the data
and provide a comprehensive descriptive analysis. In section 5 we analyse the effect of
various aspects of RBI’s communication on India’s financial markets. Finally, in section

6, we conclude by delineating ideas for future research and policy recommendations.

2 Existing literature

Our work is closely related to papers that analyse how central bank communication af-
fects financial market volatility, specially those that focus on the effects of the quality of
communication, rather than its content. Jansen (2011) studies how clarity of monetary
policy communication, measured using the Flesch-Kincaid readability index, affects fi-
nancial market volatility in the US. He finds that increasing readability reduces volatility
of medium-term interest rates (2 and 3 year Treasuries), and that these effects vary over
time. In a similar vein, Bulif et al. (2018) measure clarity of the reports of four central
banks using the Flesch-Kincaid grade level, but find no significant relationship between
clarity of monetary policy reports and market volatility. However, one potential issue in
these papers is that the regressions do not control for length of statements. On the other
hand, Smales and Apergis (2017) analyse the combined effect of complexity and read-
ability of FOMC statements in three futures markets (S&P 500 Index, 10-year Treasuries
and the USD Index). They find that lengthier and more complex statements result in

greater volatility and trading volumes. They additionally find that financial markets are
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more responsive to monetary policy language and decisions during recessions.

In general, volatility of various asset prices reacts significantly to statements by central
banks, providing evidence that the central bank conveys important information to market
participants. This is shown by, for example, by Rosa (2016) who analyses the effects of
different Federal Reserve communications on intra-day asset prices. He finds that FOMC
statements and minutes significantly increase both the volatility and trading volume of
asset prices. Jansen and de Haan (2005) find that ECB statements have a positive and
meaningful impact on the conditional volatility of the euro-dollar exchange rate. More
recently, the paper by Ehrmann and Talmi (2019) shows that market volatility increases
when major changes are introduced intro press releases by the Bank of Canada after a

series of similar statements.

Picault and Renault (2017) develop their own field specific lexicon to measure the mone-
tary policy stance of the ECB, and find that stock markets are more volatile following an
ECB conference with a negative tone. Other important contributions include those by
Ranaldo and Rossi (2010), who use intra-day asset price data and find significant price
effects of Swiss National Bank communication on bond, currency, and equity markets
and Hendry and Madeley (2010), who investigate the kind of information from Bank
of Canada’s monetary policy statements that moves markets, They find an increase in
volatility of short-term interest rate returns and futures whenever there is a discussion of

major shocks hitting the economy.

Depending on whether the focus is on content or tone, the literature finds differences
in persistence of communication effects and their impact on real economic variables.
Hansen and McMahon (2016) extract information on the content of FOMC statements,
in particular on the state of the economy and forward guidance. They find that forward
guidance has historically been more important than other types of information (similar
to the finding of Conrad and Lamla (2010) for the EU). Using a factor augmented vector
autoregression model, they confirm that none of the categories of communication has

very strong or persistent effects on real economic variables. In contrast, Hubert and



Labondance (2017) find that positive exogenous sentiment shocks increase private short-
term interest rate expectations, and that the effect is persistent, helps predict next policy

decisions, and impacts inflation and industrial production.?

There also exists a large literature which looks at readability and complexity of finan-
cial disclosures, and the implications for the stock market. The paper closest to our is
Loughran and McDonald (2014). The authors demonstrate that traditional readability
indices - such as the Fog index - when applied to financial disclosure (10-K) forms by US
firms do not perform well in explaining abnormal firm returns or volatility after filing.
This is because they penalise the use of multisyllabic words, which may be commonly used
(and therefore not likely to be misunderstood) by a specialist audience. Consequently,
they argue that the size of the 10-K file is a better proxy for readability. The main
finding is that after controlling for all other factors, larger 10-K files have significantly
higher post-filing abnormal return volatility. This result is similar to our finding that
longer monetary policy statements of the RBI are related to higher volatility in financial
markets in the post-announcement period. Other papers along the same lines include
Lawrence (2013); Lehavy et al. (2011); Li (2008). Just like in our work, these papers
rely on readability indices and length of disclosure statements and number of sentences

as measures of complexity.*

Our paper is similar to the above-mentioned studies in that we undertake quantitative
analysis of central bank communication and analyse its impact on financial market vari-
ables. However instead of conducting a sentiment analysis which is dependent on the use
of existing dictionaries developed in the advanced economies, we focus on other aspects
of central bank communication such as linguistic complexity. This seems to be a good
starting point for our technical analysis, especially for India where English is not the

native language.®

3Other papers that study the tone of CB statements include Lucca and Trebbi (2009) for the US, and
Galardo and Guerrieri (2017); Tobback et al. (2017) for the ECB.

4A notable recent exception is Hwang and Kim (2017), who measure readability against the guidelines
published by the SEC.

5In our future work we plan to conduct sentiment analysis of RBI’s monetary policy statements by
constructing an India-specific dictionary.



3 Monetary policy in India: From governor to MPC

Communication about future policy rates can take two forms (Campbell et al., 2012;
Moessner et al., 2017): one where the central bank forecasts macroeconomic performance
and likely monetary policy actions, keeping forward guidance as either open-ended, or
time or state-contingent and the second where the central bank commits itself to some

future monetary policy actions. The RBI has traditionally followed the former.

This is laid out explicitly in the RBI’s own communication strategy document (Page 2,

RBI (2008), emphasis ours):

This communication policy is best described as principle-based rather than

rule-based.

The RBI’s approach to communicating the policy stance is to explain the
stance with rationale, information and analysis but to refrain from explicit
forward guidance with a preference for market participants and analysts to

draw their own inferences.

Where projections on the future path of key macroeconomic variables are
provided, they have to be set out in conditional forms and linked to incoming

information with an assessment of the balance of risks.

Until recently, the RBI followed a multiple indicator approach in the conduct of its
monetary policy. The RBI would take into consideration a number of macroeconomic
factors such as exchange rate, trade balance, unemployment etc, in addition to inflation
and gross domestic product (GDP) growth, while deciding on the policy rate. Till the
early 2000s, the bank rate was used as signalling rate to reflect the monetary policy
stance. This was also the time when the cash reserve ratio (CRR) was actively used to

manage liquidity in the system.

From 2000 onwards, there was a shift towards using the repo rate (the rate at which the
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banks borrow from the RBI) and the reverse repo rate (the rate at which RBI borrows
from the banks) and gradual phasing out of the CRR as a monetary policy instrument. A
significant development in this period was an institutional innovation by the RBI to man-
age its own open-market operations. The new institution, termed the liquidity adjustment
facility (LAF), was introduced in June 2000. It operates through repo and reverse repo
auctions, thereby setting a corridor for the short-term interest rates, consistent with the

policy objectives (Hutchison et al., 2013).

Monetary policy stance during this pre-IT era was communicated primarily through gov-
ernors’ statements, but also often through circulars published on the RBI's website. For
example, during governor Jalan’s tenure, nearly 71% of communication was via circulars
whereas with the MPC, this has gone down to zero (table 1). The schedule of state-
ments or announcements was not usually announced in advance, and the interval between
two consecutive statements was also not fixed. It changed across governor regimes and
sometimes within the same governor regime as well. We discuss the communication of

monetary policy in greater detail in appendix B.

In February 2015, during the tenure of governor Raghuram Rajan, the RBI and the
Ministry of Finance signed a monetary policy framework agreement, which paved the
way for the implementation of a well-defined IT regime. The RBI Act was amended in
2016 to this effect (RBI, 2016). The amended Act mentions IT as an explicit objective of
India’s monetary policy. According to the law the RBI is now responsible for achieving
a target consumer price index (CPI) inflation of 4% in the medium term, with a flexible
band of 2% in both directions. The policy instrument to be used to achieve this objective
is the repo rate alone. The decision on the repo rate is no longer taken just by the RBI

governor but by an MPC chaired by the governor.

The formal operating procedure of I'T was operationalised in October 2016 which is when
the MPC met for the first time. The MPC consists of three members from outside the
RBI, an executive director of RBI, a deputy governor of RBI who is in charge of monetary

policy and the RBI governor. The policy rate is decided by a majority vote of the MPC
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members, with the RBI governor holding a casting vote in case of a tie. From October
2016 onwards, the official monetary policy communication consisted of a statement issued
by the RBI, conveying the overall decision as well as current and future economic outlook

of the MPC, along with supporting arguments by each of the six members and their votes.

The monetary policy communication strategy as a whole also got significantly streamlined
under the new IT framework. The MPC meets six times a year.® Starting March 2018,
the meeting schedule of the MPC for the entire year is put up on the RBI’s website. The
meeting lasts two days and on the second day at the end of the meeting, the governor of
RBI conducts a press conference at 2pm where they announce the decision of the MPC.
The monetary policy statement (called Resolution of the Monetary Policy Committee)
containing the decision on the policy rate, as well as the accompanying analysis, is also
published on RBI’s website around the same time. The minutes of the MPC meeting are

released after two weeks.

The resolution document is organised into three sections and is significantly more compre-
hensive compared to the pre-IT period when it was more detailed and verbose. The first
part of a typical MPC resolution statement contains information regarding the monetary
policy stance (accommodative, tightening, or neutral), and any changes to the policy

repo rate, while reaffirming the medium term inflation target.
An example is given below, from the Oct 2016 meeting:

On the basis of an assessment of the current and evolving macroeconomic
situation at its meeting today, the Monetary Policy Committee (MPC) decided
to reduce the policy repo rate under the liquidity adjustment facility (LAF)
by 25 basis points from 6.5 per cent to 6.25 per cent with immediate effect.
(...) The decision of the MPC' is consistent with an accommodative stance of
monetary policy in consonance with the objective of achieving consumer price

index (CPI) inflation at 5 per cent by Q4 of 2016-17 and the medium-term

6In the first year of its inception (2016-17) the MPC met three times (October, December and Febru-
ary). Thereafter in 2017-18 the MPC met six times (April, June, August, October, December and
February).
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target of 4 per cent within a band of +/- 2 per cent, while supporting growth.

The second part of the resolution contains an assessment of conditions that have gone
into the committee’s decision. This starts with a discussion of global macroeconomic
conditions and the state of international financial markets in key advanced and emerging
economies. For example, a key concern since 2016 has been spillovers from monetary

policy normalisation and other policy uncertainties in advanced economies.

This is followed by discussion of the domestic economic conditions. In this part, the
MPC discusses trends in agriculture, industry, and services, with emphasis on monsoon
forecasts and sectoral performances, the external sector specially the current account
imbalances as well as liquidity conditions in the domestic banking system. Consider the

following from Feb 2017, which was three months after demonetisation” (emphasis ours):

Agriculture and allied activities posted a strong pick-up, benefiting from the

normal south-west monsoon, robust expansion in rabi acreage (higher by 5.7
per cent over the preceding year) and favourable base effects as well as the

continuing resilience of allied activities. In contrast, the industrial sector ex-

perienced a sharp deceleration, mainly due to a slowdown in manufacturing
and in mining and quarrying. Service sector activity also lost pace, concen-
trated in trade, hotels, transport and communication services, and construc-

tion, cushioned to some extent by public administration and defence. (...)

The large overhang of liquidity consequent upon demonetisation weighed on

money markets in December, but from mid-January rebalancing has been un-
derway with expansion of currency in circulation and new bank notes being
injected into the system at an accelerated pace. Throughout this period, the

Reserve Bank’s market operations have been in liquidity absorption mode.

The final section is on the overall economic outlook, where forecasts of inflation and

growth are provided, projected deviations from inflation target are discussed, and risks

7On November 8, 2016 the Government of India announced demonetisation of the Rs500 and Rs1000
banknotes, effectively withdrawing 86% of the cash in circulation at the time.
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to the upside/ downside are laid out. From Feb 2018 (emphasis ours):

The MPC notes that the economy is on a recovery path, including early signs

of a revival of investment activity. Global demand is improving, which should

help strengthen domestic investment activity. The focus of the Union Bud-
get on the rural and infrastructure sectors is also a welcome development as
it would support rural incomes and investment, and in turn provide a fur-
ther push to aggregate demand and economic activity. On the downside, the
deterioration in public finances risks crowding out of private financing and
investment. The Committee is of the view that the nascent recovery needs
to be carefully nurtured and growth put on a sustainably higher path through

conducive and stable macro-financial management

The statement ends with the voting record of the MPC members. 6 out of the 10 MPC

decisions in our sample have had at least one dissenting member.

A cursory glance reveals that with the adoption of I'T, there have been substantial changes
in RBI's monetary policy communication. The resolution statements contain a wealth of
information about the current and expected state of the economy, which can be used by

agents to formulate their expectations.®

4 Data and descriptive statistics

Our study covers the period October 1998 to June 2018. The sample is dictated by the
availability of monetary policy statements on the RBI’s website. During this period, the
RBI followed a multiple-indicator approach from 1998 to 2016, and an IT regime between
2016-2018. Governors Bimal Jalan, Y.V. Reddy, D. Subbarao, Raghuram Rajan belonged

8For example, consider the following article written by the chief economist of a large Indian private
sector bank in July 2017: “A repo rate cut is likely, but RBI’s view on inflation will be of interest”
(Saugata Bhattacharya, LiveMint, 26 July, 2017: https://bit.ly/20RZI2F). The article discusses how
markets had largely priced in a rate cut in for the next meeting in August 2017, which came to pass,
and what inputs the MPC may use to make their decision.
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to the first era, while Urjit Patel belongs to the second era.’

The respective tenures of the governors during our sample period, and the instruments
of monetary policy communication used by each of them are shown in table 1. The peri-
odicity of these instruments has also varied across governor regimes. Statements are the
only mode of communication that have been consistently used across regimes, although
different governors have resorted to other instruments of monetary policy communica-
tion with different frequencies. Hence, for the purposes of our analysis, we rely only on
the informational content of monetary policy statements. More details about monetary
policy announcements in each governor’s regime and the patterns of communication are

given in appendix B.

4.1 Length: Indicator of statement complexity

We count the number of raw words (or tokens) and the number of sentences in each
document for every governor regime, and treat these as rough proxies for the linguistic
complexity of statements. The main idea is that longer statements act as deterrents
and require higher costs of information-processing (Li, 2008). Table 2 shows the average

length of statements in each regime, as measured by the number of sentences and words.

As can be seen, the statements are usually longer and more complex the farther back
we go back in time. We find that the statements during governor Reddy’s time were
the lengthiest and those of the MPC have been the least verbose. There was a marked
decline in length of statements when Subbarao became the governor. The average length
of statements came down from about 720 sentences to 440 sentences. We also find that
while governor Rajan informally introduced IT in February 2015, there was a significant
decline in the length of the statements from the time he took office in 2013. These
patterns can be seen in figure 1 and table 2. These observations indicate the role played

by governor-specific factors in guiding communication even before the formal adoption of

9While inflation targeting was formally operationalised in October 2016 during the tenure of governor
Urjit Patel, RBI has been implicitly following an IT framework from February 2015 onwards under the
governorship of Raghuram Rajan.
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IT.

The Indian MPC statements after October 2016 are still quite long, specially when com-
pared to the major advanced economy central banks. Indian statements are roughly
siz times longer than FOMC (figure A.1; Acosta and Meade, 2015) and Bank of Japan
(Ehrmann and Talmi, 2019), and at least twice as long as the ECB (Ehrmann and Talmi,

2019).

We also find there is a governor-specific cyclicality in the length of statements, which is
often directly related to the type of statement. For example, for governors Reddy and
Subbarao, the April statement (which set the monetary policy for the upcoming financial
year), and the October statement (which presented a mid-year review), were 8000-12000
words lengthier on average. The other statements within the year were considerably
shorter in length, thereby leading to substantial heterogeneity within as well as across

governors and statements.

4.2 Readability: Indicator of statement clarity

We are also interested in capturing the clarity with which the information contained
in each statement is conveyed to market participants. While length is one dimension
of complexity, it is also important to take into account the grammar and structure of
the statements. To this end, we need to be able to quantify the readability and lexical

diversity of the statements.

no. one syllable words 1015 total words (1)
100 words " total sentences

FJP reading ease = 1.599

—31.517

We use the Farr-Jenkins-Paterson index (henceforth, FJP) (Farr et al., 1951), as defined

in equation 1. It counts the number of one syllable words per 100 words.!? In table A.1,

10As discussed in Loughran and McDonald (2014), a general caveat of applying readability indices
to financial or monetary policy statements is that it penalises unavoidable and necessary multisyllabic
words, such as “liquidity” or “monetary”, which are not very likely to be misunderstood by market
participants.
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we show that the FJP index is highly correlated with other commonly used measures.
Nevertheless, wherever possible, we use two other popularly used indices — Flesch-Kincaid

and Gunning-Fog — to conduct robustness checks.!:12

The FJP index has a negative sign. The interpretation is that lower the index value (eg.
—50), the less readable a statement is. Some examples are shown in section B.3. Over the
20 year period under study, the statement-wise index has ranged between —48 and —59.
It picks up both inter-governor and intra-governor variation. Inter-governor variation is
shown using averages from all the statements of each regime in figure 2. For example, the
statements during governors Jalan and Reddy appear to be the least readable according
to the FJP index. These statements are also the lengthiest in the entire sample period
as shown in table 2. The readability rises sharply during governor Subbarao and falls
marginally during governor Rajan. This may be because governor Rajan used more
complex words with lesser proportion of mono-syllabic words as compared to governor
Subbarao. The readability of RBI’s monetary policy statements improves with the shift

of communication to the MPC.

Figure 3 shows the density plots of readability, measured by the FJP index, for each
governor regime. This captures the extent of intra-governor variation in readability.
Lower values of the FJP mean less readable statements, and so in this graph, the z-axis
reads from least readable to most readable from left to right. We can see from this graph
that even though the inter-governor averages are different, there is substantial overlap in
the distributions of the FJP index across regimes. This implies that averages could be

hiding the heterogeneity in readability within each regime.

"The most commonly used readability indicator in the literature is the Flesch-Kincaid grade level
index (see Flesch, 1948; Kincaid et al., 1975), which gives the number of years of US education required
to read and understand a text. There are two drawbacks of this index that make it less useful for our
case. India is not a native English speaking country. When we apply this index to the RBI’s monetary
policy statements, we find that it is unequipped to pick up the variation in communication strategies
across the governors: the range of the index is only 1.8 years, from 14.7 years to 16.5 years, over a 20
year period. This tells us that the statements are complex on average, but not how their complexity has
changed over the years, which is our primary focus.

12Construction of the FJP index is similar in spirit to another commonly used index, Gunning-Fog
(Gunning, 1952), which is used especially used in the literature analysing complexity of financial dis-
closure forms. The two main differences are that first, the FJP considers words with more than one
syllable “complex”, whilst for the Gunning-Fog it is words with more than two syllables, and the second
difference is on the weights used in calculating the index (equation 1).
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Hence, to facilitate the use and interpretation of this readability indicator, in our subse-
quent empirical estimations, we use the FJP index to cluster our statements into three
buckets of low, medium, and high readability. We exploit the inter- and intra- governor

variation to create these clusters. The construction of these clusters is done as follows.

First, we scale the FJP index series to have cross-sectional mean, ;4 = 0 and standard
deviation, o = 1. After this, we compute the standard euclidean distance between every

pair of statements, ¢ and j:

distance; ; = \/(x; — x;)? (2)

The subsequent distance matrix measures the similarity of the statements to one another
based on the readability index. We then use hierarchical clustering to get the final set
of k = 3 clusters denoting low, medium, and high readability.'> The algorithm starts off
by treating each observation as a separate cluster and then repeatedly does the following
two things: identifying the two closest clusters and then merging the two most similar
clusters. This process continues until no more clustering is possible. Table 4 shows the

average values of the FJP for each cluster with some sample statements.

4.3 Word clouds

Next, we use word clouds to uncover the implicit focal variables for the IT and pre-IT
regimes. The hypothesis is that the MPC’s word cloud would be dominated by the words

“inflation /prices” and related words, while those of the previous regimes would not be.

To construct word-clouds, we first process the raw statements, removing spaces, punc-
tuation marks and other special notation, stopwords, numbers, and uninformative words
(e.g. names of months or days, websites, Reserve Bank of India, verbs, etc) from our term-

document matrices. We also bring all words down to lower cases and stem them using

13The number of clusters k is chosen by the researcher. In our case, the choice of 3 clusters is motivated
simply by ease of interpretability, i.e. low, medium, and high readability.
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the Porter-stemming algorithm. The final matrix of words is considerably smaller than
before, containing approximately 81,100 words across 76 documents, and five Governor

regimes.

In the processed term-document matrix, we count the raw frequencies of each word,
arrange it in descending order, and then narrow the set down to those words that occur
at least four times.'* The word cloud is created with a limit of 40 words, purely based
on space considerations.!®> We present the results from this exercise in figure 4. The size

and colour of the words is directly proportional to their frequencies.

We see that in the pre-MPC word cloud the words inflat* or price are not the most
prominent ones. Instead words such as financi*, market and growth etc.,appear to be
used more frequently in the statements of this period. Also prominents are words such
as credit, monetari* and liquid. This shows that during this period the RBI governors
were focussing on multiple factors such as credit growth, monetary conditions, liquidity
conditions, output growth, financial conditions etc while deciding the policy rate, over
and above inflation and prices. The occurrence of the word global indicates the influence
of external economic conditions on domestic monetary policy. This would have been the
case in the post-Global Financial Crisis period as well as the Great Moderation period
(pre-2008) when India was the recipient of large amounts of foreign capital inflows. Also
worth noting is the occurrence of the word exchang™ in the word cloud of this period.

This hints at RBI’s concern about exchange rate volatility. It does not however appear

in the MPC word cloud.

In contrast, in the MPC word cloud, the most prominent words are inflat*, price and

growth implying that the focus of the statements has evidently shifted towards more

4Tn general, the literature on text mining of central bank communications usually does not use raw
term frequencies, but weights them by their inverse document frequencies, in order to reduce the impor-
tance given to very frequent words. However, we do not use the tf-idf methodology here, as our focus
is exactly on those frequent words. This is because we are trying to proxy for the de jure transition
to an inflation targeting regime by measuring the number of times ‘inflation’ and associated words are
mentioned in our statements. Using tf-idf would reduce their importance if they were mentioned more
frequently in the post-MPC era and therefore, defeat the purpose of the exercise. One alternative is to
only weight the words by the total words in each statement, and the results do not change materially
when we do that.

15We experimented with different frequencies here and got similar results.
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inflation related terms. This is also reflected in words such as food, cpi, demand, crude

and oizl. This also highlights the role of oil price fluctuations on domestic inflation.

5 Estimating effect on financial markets

We next turn to studying the effect of linguistic complexity of RBI’s monetary policy
communication on the volatility of returns in the Indian equity, currency, and bond
markets. As a proxy for equity markets, we use daily data on the Nifty 50 index, which
captures the fifty most liquid stocks in India. For currency markets, we use daily returns
on the Indian Rupee-US Dollar pair, while for bond markets we restrict attention to
10-year government bond yields, which is the most liquid tenor (Wells and Schou-Zibell,
2008). We obtain financial market data from the Centre for Monitoring Indian Economy
(CMIE) database. In the rest of the section, we first present a detailed discussion on
the models to be estimated, explain how we control for monetary policy “surprises” and
other macro developments, and address endogeneity concerns, and then we present the

results on length and readability sequentially.

Length of statements and financial market volatility

A general form of our model is shown in equation (3). We estimate this using ordinary

least squares:'6

log XVOLy117 = a+ By log words; + 2 monetary policy surprise, ; ;, + (3)

B3 log XVOL;_7.;_1 + B4 D.Controls 4+ 55 Macro controls + ¢

where, XVOLy,,7 is the annualised 7-day ahead volatility of either equity (Nifty index),

currency (INR-USD), or bond (10-year government bond yield) market returns. These

16We report heteroskedasticity and auto-correlation robust standard errors in all the empirical esti-
mations.
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variables are labelled log EVOL, log CVOL, or log BVOL, respectively in the tables.!”
Variables prefixed with D signify various dummy indicators, discussed below. Macro
controls include a host of variables to account for the general macroeconomic environment.
We use the log of returns volatility as well as log of total number of words (log words) in

the statement issued on day t, for ease of interpretation.

The number of words per statement measures linguistic complexity of the statements.
Our hypothesis is that an increase in the length of a statement should increase the
volatility of financial market returns (i.e. 51 > 0). The RBI refrains from explicit forward
guidance, and states a clear preference for allowing market participants to “draw their own
inferences” based on their reading and understanding of the information conveyed (RBI,
2008). Therefore, we hypothesise that the longer the statement and lower the clarity of
information conveyed, i.e. the lower the signal-to-noise ratio, the greater the scope for
market participants to diverge in their beliefs or opinions about the current and future
path of policy. This in turn induces greater volatility in returns (Geraats, 2002; Ehrmann
and Fratzscher, 2007; Blinder et al., 2008; Atmaz and Basak, 2018; Weidmann, 2018),
implying positive risk premia (Carlin et al., 2014).'® In general, unclear communication
by central bankers can cause market participants to delay important investment decisions,
thereby leading to an increase in uncertainty (Jansen, 2011; Hernandez-Murillo and Shell,

2014).

A statement containing a monetary policy surprise may also drive up financial market
volatility (see, for example, Gospodinov and Jamali, 2012). If we do not control for this
announcement effect, we would end up mistakenly attributing any observed relationship
to complexity or length of the statement. To avoid this, we control for any unanticipated
changes in the repo rate; this is captured by the term monetary policy surprise,_14. A

commonly used variable in the literature to capture monetary policy surprise is the price

17 Annualised volatility for the main dependent variable, log XVOL, is calculated using the standard
deviation of the daily returns for the seven days starting from the day of the monetary policy announce-
ment (and hence issuance of the statement), i.e. v/250 x opeturns,

18The theoretical literature on belief dispersion also finds that investor disagreement should increase
trading volumes. In line with that, we do find that monetary policy complexity induces greater trading
volumes in equity markets. However, this result is not robust to controlling for pre-announcement trading
volumes and is therefore not reported here.
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of interest rate futures. However, this derivative product is not actively traded in Indian
financial markets. Hence, we adopt the approach of Kamber and Mohanty (2018) and

use data on overnight index swaps (OIS) of 1 month maturity.

Monetary policy surprise;_1 4 is therefore defined as the absolute difference in the OIS rate,
|AOIS| between ¢t — 1 and ¢, with ¢ being the day of the monetary policy announcement.'?
The surprise can be non-zero even on days when the repo rate is not changed (for example,
if market participants expect a change but it is not delivered). Moreover, the surprise
need not be in the same direction as the repo rate change (Rosa, 2011). Therefore, the

coefficient of interest, 31, captures the additional effect of linguistic complexity on returns

volatility, over and above the announcement itself.

It may also be the case that an already complicated or worsening macroeconomic situation
drives both market volatility, as well as length of the monetary policy statement. In
particular, this is likely to be true in response to negative shocks such as onset of the 2008
Global Financial Crisis or the 2016 Demonetisation announcement. Failing to account
for the general macroeconomic environment would likely overestimate the relationship

between linguistic complexity and financial market volatility.

We address this concern in two ways. First, in all specifications, we control for the pre-
vious week’s financial market volatility (log XVOL;_7;_1). Unless the macroeconomic
outlook or risk and liquidity preferences become suddenly more complex or worsens dras-
tically between t — 1 and t, i.e. after close of markets the day before the announcement
and before the next day’s announcement, including this variable should control for any

pre-existing trends in returns volatility in a robust manner.

Next, we include a few key macroeconomic controls which could potentially drive volatil-
ity, such as domestic economic policy uncertainty (EPU) from Baker et al. (2016), domes-
tic GDP growth and inflation, as well as option-implied volatility on the S&P500 from

Chicago Board Options Exchange (VIX), as a proxy for global risk aversion.?’ We assume

9We do not use AOIS because there is no conceptual reason to expect any directional association
between monetary policy surprise and volatility.

20To construct the India index, Baker et al. (2016) use seven Indian newspapers: The Economic
Times, the Times of India, the Hindustan Times, the Hindu, the Statesman, the Indian Express, and
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that the most current and public information is relevant for the markets. For example, if
the monetary policy meeting is scheduled for 2 February 2017, then the last data releases
for macro information such as GDP and inflation are for Q4 2016, whereas more updated
information on VIX (daily) and EPU (monthly) is easily available.?! Therefore, we use
the last quarter’s information on GDP and inflation rates, the previous month’s growth

rate in the EPU, as well as the growth rate of the VIX between the t — 1 and ¢.

We incorporate a host of dummy variables to capture other dynamics. First, we control for
the day-of-the-week effect (D.day) to account for any cyclicality in equity market activity
within the week, as is standard in the literature (Rosa, 2011; Ehrmann and Fratzscher,
2007). We include dummy variables for different quarters of the year (D.quarter). This
is because in some quarters, such as those following the festive season in India, market
activity can be more intense as compared to the summer months, when the activity tends
to be relatively more slack. We also add dummy variables to control for any possible
governor regime effects (D.regime). This should pick up any governor-specific changes
in the operation of monetary policy or communication, as well as any governor-specific

factors.

Finally, we account for the possibility that the response of market activity to monetary
policy related news may depend on the stage of the business cycle (Smales and Apergis,
2017; Basistha and Kurov, 2008, for example). Controlling for the stage of the business
cycle should additionally address any concerns that a complex or deteriorating economic
situation might simultaneously be driving both length of statements as well as market

volatility.

We use two definitions for the business cycle. The first uses dates of recession and
expansion for India as computed by Pandey et al. (2017). The authors use growth-cycle

approach to find three recessionary periods for India: 1999 Q4 to 2003 Q1, 2007 Q2 to

the Financial Express. For each paper, they count the number of articles belonging to three term sets,
“economic”, “policy”, and“uncertainty”. They first scale the monthly article counts by the number of
all articles in the same newspaper and month. Next, they normalize the standard deviation of scaled
article counts for each newspaper separately, and then sum across the seven newspapers. Finally, they
re-normalize the resulting sum to achieve a mean of 100 prior to 2011.

2IThere are no estimates of monthly GDP or inflation in India that span the entire sample period.
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2009 Q3, and 2011 Q2 to 2012 Q4. We use a dummy variable called D.recession, that takes
a value of 1 for the recessionary quarter-years and 0 otherwise. The second definition is
also a dummy variable that takes value 1 when the quarter has below (sample) median

growth, and 0 otherwise.

Our sample between June 1998 and June 2018 consists of 76 statements overall. We lose
four statements from the initial part of the sample as the data used to construct the
monetary policy surprise variable starts only in late 2000. We also remove two outlier
dates for both equity and currency markets, which reflect large deviations in returns from
their sample average due to either political reasons, onset of the 2008 Global Financial

Crisis, or the 2013 Taper Tantrum episode.??

Results

Table 5 presents the baseline results for the corpus of 70 statements and all three financial
markets: equity market volatility in column (1), currency market volatility in column
(2), and bond market volatility in column (3). The remainder of the tables are organised

similarly. The estimated equation is:

log XVOLyt17 = a+ By log words; + (3 monetary policy surprise, ; ; + (4)

B3 log XVOL;_7,_1 + B4 D.regime + 85 D.quarter + ¢

We find that volatility of both stock and currency markets increases as the linguistic
complexity of monetary policy statements, proxied by the number of words, increases. In
particular, our baseline results indicate that a 1% increase in the number of words (an
increase of about 115 words) is strongly correlated with a rise in stock market volatility
of roughly 0.24% (column 1) and a rise in currency market volatility of 0.23% (column 2),

ceteris paribus. On the other hand, there is no effect of monetary policy statement lengths

22These dates are 18 May 2004 and 24 Oct 2008 for equity markets, and 24 Apr 2007 and 30 Jul 2013
for currency markets. However, all our results are robust and somewhat stronger when the full sample
is used.
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on bond market volatility, although the coefficient is positive. This is not surprising given
that the bond market is mostly illiquid in India and not very well developed with only
a handful of participants in the primary market. These results are in line with existing

literature, such as Jansen (2011) and Smales and Apergis (2017).

The coefficient on past week’s financial market volatility (log XVOL;_7,_1) is usually
positive and significant, implying that if volatility is higher the week before the monetary
policy statement, it is likely to persist into the following week as well. Our results hold
despite controlling for any pre-existing trends in financial market volatility, as well as

regime and quarter fixed effects.?

The coefficient on monetary policy surprise,_1;, captured by the change in OIS rate, is
positive and significant only for the equity market. The result that larger MP surprises
result in greater volatility in the equity market is broadly consistent with existing litera-
ture such as for the US (Gospodinov and Jamali, 2015, for example). To the best of our
knowledge, our study is the first to explicitly control for monetary policy surprises using

the OIS rate in an analysis of monetary policy transmission in India.

Next we modify the model by including macro controls, and varying the dummy variables
included, as shown in table 6. Columns (1)-(3) contain only day, quarter, and regime
dummies, and columns (4)-(6) additionally include the recession dummy based on Pandey
et al. (2017).2* Data on EPU starts from 2003, which is why we lose an additional six
observations. The results remain consistent with the baseline model, and indicate a pos-
itive relationship between length of monetary policy statements and stock and currency
market volatility. The estimated coefficients across the columns for these two markets
are in a narrow band between 0.31 — 0.35 with high statistical significance. Once again

we do not find any effects for the bond market. Growth in domestic EPU and increase

2In another specification, similar to Kohn and Sack (2003), we regress equity returns on monetary
policy announcement days on a host of variables, including lagged returns, lagged GDP, inflation, and
rainfall deviation from normal, along with days of the week, quarter, regime, and recession dummies.
We then regress the squared residuals on its own lag, as well as the length of MP statement. The results
do not change.

24Using an alternate definition of business cycle i.e. below median growth, does not change the results
in any of the tables, but those results are not presented here for brevity.
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in global risk aversion are positively correlated with the volatility of stock and currency

markets, albeit insignificantly for the former.?®

We conduct two additional robustness checks. In the first one, we control for any within-
governor changes in monetary policy communication strategies, as these may drive both
volatility and statement lengths. For example, if a governor increases the number of state-
ments issued per year or introduces more avenues for interactions with the public, such as
teleconferences and television interviews, that might reduce the length of each individual
statement as well as volatility (due to the continuity in information sharing). There-
fore, we hand-collect any within-governor changes in communication policies (discussed

in detail in section B) and find three years when there were such changes.

In 2005, Reddy initiated announcement of four MP statements per year instead of two.
In 2010, Subbarao introduced teleconferences, press conferences, and simultaneous pub-
lication of statements online. In 2014, Rajan began issuing six statements per year. We
include these year dummies as additional regressors in our model, as shown in table 7.

Our results on stock and currency market volatility remain robust.

The second robustness check explicitly controls for any society-wide changes in commu-
nication as well as any increase in media coverage of the RBI. We hypothesise that both
these changes could be linked to an increase in the use of mobile phones and increased
access to the internet in the country. We use annual data on individuals using the inter-
net as a share of the total population, and mobile subscriptions per 100 people from the
World Bank’s World Development Indicators. The estimated coefficients on log words

shown in table 8 continue to be in line with those observed before.26

Several studies have claimed that clarity of communication assumes material importance
particularly during downturns or poor macroeconomic environments (see, for example,

Coenen et al., 2017; Smales and Apergis, 2017; Hayo et al., 2015). We augment our

25 Additional analysis not reported here shows that the observed effects of monetary policy complexity
on market volatility do not persist for long, in line with much of the literature.

26We also do other robustness checks that are not reported here, such as, controlling for financial and
liquidity conditions, measured using (quarterly) credit-to-GDP and (daily) net liquidity provisioning by
the RBI, respectively. The results remain robust. In addition, we find no significant interaction effects
of length and risk-aversion or length and policy uncertainty.
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model by including one of the two interaction terms, v log words; x D. Recessions or
v log words; x D. Below median growth. The modified hypothesis is that conditional on
being in a recession, longer statements would have a stronger positive effect on financial
market volatility, i.e. 7 should be positive. The reason is that unclear communication
is likely to amplify existing heterogeneous opinions or beliefs in the market during an
economic downturn. The results presented in table 9 show that there is no evidence in

support of this hypothesis, using either of the business cycle definitions.

Readability of statements and effect on financial markets

So far, we have measured linguistic complexity using the length of the statements. It
is possible that statements that are long are nevertheless easy to read, in which case
there is less likelihood of divergence of opinions by market participants. Therefore, in
this section, we explore whether additionally accounting for the clarity of a statement’s
signal, measured by the Farr-Jenkins-Paterson readability clusters (described in section
4.2), has any effect on the financial markets over and above that of the statement length.
For all our results, we also undertake robustness checks with the other commonly used

readability indices, Flesch-Kincaid and FOG.

We estimate the following equation:

log XVOLy117 = a+ By log words; + (3 monetary policy surprise, ;, (5)
+pB3 log XVOL;_7,-1 + B3 D.readability, + 5, D.day

+05 D.regime + B¢ D.quarter + ¢

where, all variables are as in equation (3) and D.readability refers to dummy variables
representing the readability clusters. As discussed in section 4.2, we cluster the monetary
policy statements into three groups of readability based on the euclidean distance between
them for ease of interpretability. D.readability takes value low, medium, high for low,

medium, and highly readable statements. Our hypothesis is that lower the readability of
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monetary policy statements, the higher will be the volatility of financial market returns,

due to the dispersion in information among market participants.

We report the baseline results of the readability analysis in table 10.2” We do not find any
significant effect of the readability clusters on returns volatility. We get similar results
when we use other readability indicators as well. These results are in line with strands
of the literature such as Bulif et al. (2018). One potential reason could be that there
is not much variation in the readability of the statements over the entire sample period,
specially as compared to other central banks such as the FOMC. This can be seen from
figure A.1, where readability of the FOMC statements based on the FJP index varies
widely between —65 (low readability) to —45 (high readability), whereas that of the RBI
varies only between —58 and —48. Put another way, the gains in the readability of RBI’s
monetary policy statements are not stark enough, to act as a moderating influence on

financial market volatility.2®

6 Conclusion and further research

In this paper we quantify monetary policy communication of the Reserve Bank of India
and analyse its evolution across the regimes of five governors over a 20-year period starting
from 1998. We measure the length and readability of the monetary policy statements

over time and also estimate potential transmission to financial markets.

Our descriptive analysis shows that the move towards an inflation targeting regime is
reflected in the RBI's monetary policy communication. We throw light on how the focus
on different variables in the monetary policy statements has changed with the adoption

of IT. We uncover the possible presence of governor-specific factors in communication

2"We also check whether readability has a particularly important role to play depending on the state
of the macroeconomy, similar to table 9. However, we find no evidence in support of this hypothesis.
These results are not presented here for brevity.

28In another check, we find some evidence of non-linearities. In particular, when we focus on a few
highly unreadable statements, i.e. the top 1-5% using any of the three readability indices, we find that
a particularly complex statement increases equity and currency market volatility. However, this result
draws on very few statements and is therefore not reported here.
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patterns that are distinct from the transition to an IT regime. Further we find that
greater linguistic complexity of the statements as captured by their length leads to higher

volatility of returns in the Indian financial markets.

The main contribution of our paper is twofold. We study monetary policy communication
in India, a large emerging economy which has only recently transitioned to an I'T regime.
Clarity of communication may be considered a cornerstone of any successful IT regime
given its role in shaping the inflation expectations of economic agents. We find that with
the advent of I'T, RBI’s monetary policy communication has improved significantly. To
the best of our knowledge no other study has explicitly studied the shift in a central

bank’s communication patterns in the aftermath of adoption of IT.

Second, monetary policy transmission in India remains weak and at best gradual, and
our paper focuses on a less-studied aspect of it: the role of communication. We shed
light on the possibility that transmission may get impeded if the RBI’s monetary policy

communication is not concise or clear.

In our future research, we plan to undertake content analysis of the RBI’s monetary pol-
icy statements, specifically focusing on the sentiment expressed in the various monetary
policy statements and the transmission thereof to financial markets. We want to under-
stand whether this transmission has strengthened as a result of improved communication

in the post IT period.

The world over, considerable attention is being paid to analysing central bank communica-
tion in the aftermath of the 2008 Global Financial Crisis. Monetary policy communication
is regarded as an effective tool in the process of anchoring agents’ inflation expectations
and improving monetary policy transmission. This is especially true of countries that
have adopted IT as a monetary policy framework because the success of such a regime

hinges on the effectiveness of transmission of monetary policy announcements.

As a new IT country where conventional channels of monetary transmission may not
work well, India is an excellent case study for quantitatively analysing the central bank’s

monetary policy communication and exploring the transmission thereof to financial mar-
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kets. This kind of a study will help throw light on the optimal communication strategy
that the RBI can devise in order to effectively influence agents’ inflation expectations

and achieve its official objective of controlling inflation.
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Tables and figures

Table 1: Governors of the RBI, 1998-2018

Governor Term Instruments of communication | Statement intervals

Dr. Bimal Jalan 1997-11-22 to 2003-09-05 Statements (11); circulars (27) 6 months

Dr. Y.V. Reddy 2003-09-06 to 2008-09-05 Statements (17); circulars (5) 3, 4, 6 months

Dr. D. Subbarao 2008-09-05 to 2011-09-04 Statements (20); circulars (11); 3 months

2011-09-05 to 2013-09-04 (COB) | mid-quarter reviews (8)

Dr. Raghuram Rajan | 2013-09-04 to 2016-09-04 Statements (17); circulars (3); 2, 3 months

mid-quarter reviews (1)

Dr. Urjit Patel (MPC) | 2016-09-04 to 2018-06-06 Statements (12) 2 months

Table 2: Average length of statements & readability, 1998-2018

Governor Statements | Sentences | Words | Readability (1 FJP*) | Readability (o FJP*)
Dr. Bimal Jalan 10 571.60 | 16471.20 -56.712 0.858
Dr. Y.V. Reddy 17 719.82 | 20361.65 -56.276 1.193
Dr. D. Subbarao 20 440.25 | 13323.25 -51.990 2.550
Dr. Raghuram Rajan 17 134.47 | 3284.30 -53.533 2.057
Dr. Urjit Patel (MPC) 12 133.1 | 3072.10 -51.880 2.040

*: Based on Farr-Jenkins-Paterson readability index, discussed in section 4.2

Table 3: Key variables pre and post-governor Rajan

Note: This table shows a t-test of mean differences in length and readability between pre-governor Rajan

and post-governor Rajan regimes, as well as before and after the move to inflation targeting.

Variables Pre-Rajan | Post-Rajan | t-value Pre-IT | Post-IT | t-value

No. of words 16479.29 3202.75 10.62%** 14531.08 3323.05 8.72%**
No. of sentences 604.50 131.61 11.58%** 534.00 138.43 9.11%**
Farr-Jenkins-Paterson -54.31 -52.96 —2.21%%* -54.37 -52.36 8.T2F**

Note: *p<0.1; *p<0.05; **p<0.01
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Figure 1: Time series of statement length

Note: This graph shows the two-statement rolling average of the length of statements as measured by
the number of words across the five governor regimes.
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Figure 2: Readability of MP statements using Farr-Jenkins-Paterson (1951) index

Note: This graph shows the evolution of the average FJP readability index across the five governor
regimes. The index is negative - and lower index values imply lower readability, and so in this graph,
the y-axis reads from least readable to most readable from bottom to top. The z-axis marks the number
of statements per governor.
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Figure 3: Density of FJP readability index for all regimes

Note: This graph shows the density plots of readability, measured by the Farr-Jenkins-Paterson (1951)
index, for each regime. Lower values of the FJP mean less readable statements, and so in this graph,
the z-axis reads from least readable to most readable from left to right.
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Table 4: Converting the raw Farr-Jenkins-Paterson (FJP) to low, medium, and high
readability clusters

Cluster Interpretation i Mean FJP index | o FJP index Eg. statement

1 Low readability -56.19 1.38 Jalan (Apr 2003
Reddy (Oct 2006

)
)
2 | Medium readability -52.50 0.59 Subbarao (Jan 2009)
MPCS (Apr 2017)
)
)

3| High readability -49.98 1.01 Subbarao (Jul 2013
Rajan (Dec 2014
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Figure 4: Word clouds by regimes, 1998-2018

Note: This graph shows word clouds for the pre-MPC (Oct 1998-Oct 2016) and post-MPC regimes (Oct 2016—-Jun 2018),
where Oct 2016 refers to the first official meeting of the MPC. Word colours and sizes are proportional to their raw

frequencies, and the forty most frequent words are plotted in each picture (see section 4.3 for more details).
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Table 5: Baseline results

Note: The dependent variable is log volatility of Nifty returns (log EVOL) in column (1); log volatility of INR-USD returns
(log CVOL) in column (2); and log volatility of 10-year bond yields (log BVOL) in column (3), all calculated over ¢ : t + 7,
where t is the day of the monetary policy meeting. The main explanatory variable is number of words (log words) in
the MP statement released on day t. Monetary policy surprise is measured by the difference in the one-month overnight
indexed swap (OIS) rate between ¢t — 1 and t. Regimes is a dummy that refers to RBI governor tenures. Two days of
outliers in the Nifty and currency returns have been dropped in columns (1) and (2) respectively; however, including them
does not change the results. All specifications contain a constant, regime, and quarter dummies. Heteroskedasticity and
auto-correlation robust standard errors are reported in parentheses below the coefficients.

Dependent variables:

lOg EVOLt;H_'y lOg CVOLt;H_'? lOg BVOLt;HJ
1 2) (3)
log words; 0.240** 0.228** 0.059
(0.109) (0.093) (0.201)
Monetary policy surprise;_1, 0.028*** —0.009 0.016
(0.007) (0.011) (0.023)
log EVOL;_7.41 0.518**
(0.088)
log CVOLt,pt,l 0.111
(0.138)
log BVOL; 741 0.263***
(0.091)
Observations 70 70 67
Adjusted R? 0.578 0.716 0.159
F Statistic 10.457* (df = 10; 59)  18.407** (df = 10; 59)  2.244** (df = 10; 56)
Regime dummies Yes Yes Yes
Quarter dummies Yes Yes Yes
Day dummies No No No
Recession dummy No No No

*p<0.1; **p<0.05; ***p<0.01
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Table 6: Controlling for macro conditions

Note: The dependent variable is log volatility of Nifty returns (log EVOL) in columns (1) and (4); log volatility of INR-
USD returns (log CVOL) in columns (2) and (5); and log volatility of 10-year bond yields (log BVOL) in columns (3)
and (6), all calculated over ¢ : t + 7, where ¢ is the day of the monetary policy meeting. The main explanatory variable
is number of words (log words) in the MP statement released on day t. Monetary policy surprise is measured by the
difference in the one-month overnight indexed swap (OIS) rate between t — 1 and ¢t. D. Recessions is a dummy for whether
there is a recession that month. The dates are Dec 1999 to Mar 2003, Jun 2007 to Sep 2009, and Jun 2011 to Dec 2012,
taken from Pandey et al. (2017). Columns (1)-(3) do not contain recession dummies; while columns (4)-(6) do. Using an
alternate definition of GDP growth underperformance, i.e. below median growth, does not change the results. Regimes is
a dummy that refers to RBI governor tenures. We control for growth in CBoE global VIX, a proxy of global uncertainty
and international market volatility, and growth in Indian economic policy uncertainty (EPU), constructed using textual
data by Baker et al. (2016). Since the data for EPU is only available from 2003, we lose a couple of observations. We
also add the last available information on inflation and GDP growth (both from CMIE). Two days of outliers in the Nifty
and currency returns have been dropped in the respective columns; however, including them does not change the results.
All specifications contain a constant, day, regime, and quarter dummies. Heteroskedasticity and auto-correlation robust
standard errors are reported in parentheses below the coefficients.

Dependent variables:
log EVOL¢ty7  log CVOLyty7  log BVOLyty7  log EVOLysyr  log CVOLyy7  log BVOLytyr

(1) 2) () (4) (©) (6)
log words; 0.334* 0.309*** —0.003 0.348" 0.314** 0.009

(0.136) (0.109) (0.204) (0.138) (0.104) (0.198)
Monetary policy surprise;—q 0.027** —0.023** 0.027 0.032*** —0.021* 0.034

(0.008) (0.011) (0.022) (0.010) (0.012) (0.024)
log EVOL;_7.4—4 0.414 0.465**

(0.150) (0.146)
log CVOL;_7.41 0.135 0.134

(0.126) (0.130)
log BVOL;_74_1 0.256*** 0.255™*
(0.078) (0.077)

gr. India EPU,,,_ 0.171 0.319* 0.006 0.196 0.325" 0.016

(0.143) (0.153) (0.203) (0.156) (0.159) (0.207)
gr. Global VIX;_;, 1.050 1.954** —2.529* 1.144 1.978** —2.523*

(0.714) (0.797) (1.398) (0.683) (0.805) (1.396)
GDP,_; —0.005 —0.024 —0.039 —0.009 —0.026 —0.047

(0.026) (0.021) (0.039) (0.025) (0.025) (0.045)
Inflationg_; —0.007 0.007 —0.032 —0.013 0.007 —0.036

(0.023) (0.026) (0.045) (0.025) (0.027) (0.049)
Observations 64 64 61 64 64 61
Adjusted R? 0.523 0.650 0.175 0.524 0.643 0.160
F Statistic 4.845* 7.512%* 1.709* 4.649"* 6.970™* 1.604
Regime dummies Yes Yes Yes Yes Yes Yes
Quarter dummies Yes Yes Yes Yes Yes Yes
Day dummies Yes Yes Yes Yes Yes Yes
Recession dummy No No No Yes Yes Yes

*p<0.1; *p<0.05; **p<0.01
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Table 7: Robustness I: Controlling for communication changes

Note: The dependent variable is log volatility of Nifty returns (log EVOL) in column (1); log volatility of INR-USD returns
(log CVOL) in column (2); and log volatility of 10-year bond yields (log BVOL) in column (3), all calculated over ¢ : t 4 7,
where t is the day of the monetary policy meeting. The main explanatory variable is number of words (log words) in
the MP statement released on day t. Monetary policy surprise is measured by the difference in the one-month overnight
indexed swap (OIS) rate between ¢t — 1 and t. D. Recessions is a dummy for whether there is a recession that month.
The dates are Dec 1999 to Mar 2003, Jun 2007 to Sep 2009, and Jun 2011 to Dec 2012, taken from Pandey et al. (2017).
Using an alternate definition of GDP growth underperformance, i.e. below median growth, does not change the results.
Regimes is a dummy that refers to RBI governor tenures. The changes in communication trends are included as year
dummies. In 2005, Reddy initiated announcement of four MP statements per year instead of two. In 2010, Subbarao
introduced teleconferences, press conferences, and simultaneous publication of statements online. In 2014, Rajan began
issuing six statements per year. Two days of outliers in the Nifty and currency returns have been dropped in the respective
columns; however, including them does not change the results. All specifications contain a constant, day, regime, quarter,
and recession dummies. Heteroskedasticity and auto-correlation robust standard errors are reported in parentheses below
the coefficients.

Dependent variables:
lOg EVOLt:H,'y l()g CVOLt:t+7 lOg BVOLt:t+7

(1) (2) (3)

log words; 0.383** 0.285** 0.094
(0.153) (0.104) (0.215)
Monetary policy surprise;_i ¢ 0.034*** —0.021* 0.033
(0.010) (0.012) (0.024)
log EVOL;_7.4—1 0.451***
(0.142)
log CVOLt,%t,l 0.153
(0.139)
log BVOL;_ 7,1 0.285**
(0.084)
D. 2005 0.311* —0.204 0.522
(0.151) (0.242) (0.469)
D. 2010 —0.061 0.047 0.277
(0.226) (0.177) (0.383)
D. 2014 —0.082 —0.008 0.095
(0.119) (0.178) (0.287)
gr. India EPU,,_, 0.203 0.316* 0.021
(0.162) (0.168) (0.224)
gr. Global VIX;_;, 1.038 2.057** —2.459*
(0.689) (0.843) (1.437)
GDP,_4 —0.007 —0.030 —0.047
(0.025) (0.027) (0.055)
Inflationg_, 0.005 —0.003 —0.034
(0.033) (0.038) (0.063)
Observations 64 64 61
Adjusted R? 0.506 0.622 0.135
F Statistic 3.932%** 5.707* 1.426
Regime dummies Yes Yes Yes
Quarter dummies Yes Yes Yes
Day dummies Yes Yes Yes
Recession dummy Yes Yes Yes

“p<0.1; *p<0.05; **p<0.01
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Table 8: Robustness II: Controlling for society-wide changes in communication, and
increase in RBI watchers

Note: The dependent variable is log volatility of Nifty returns (log EVOL) in column (1) and (3); log volatility of INR-USD
returns (log CVOL) in column (2) and (5); and log volatility of 10-year bond yields (log BVOL) in column (3) and (6),
all calculated over t : t + 7, where t is the day of the monetary policy meeting. The main explanatory variable is number
of words (log words) in the MP statement released on day t. Monetary policy surprise is measured by the difference in
the one-month overnight indexed swap (OIS) rate between t — 1 and ¢t. D. Recessions is a dummy for whether there is a
recession that month. The dates are Dec 1999 to Mar 2003, Jun 2007 to Sep 2009, and Jun 2011 to Dec 2012, taken from
Pandey et al. (2017). Using an alternate definition of GDP growth underperformance, i.e. below median growth, does
not change the results. Regimes is a dummy that refers to RBI governor tenures. Society-wide trends in communication
are captured by mobile subscriptions per thousand, and increases in RBI watchers are measured by individuals using
internet as a percentage of the total population, both at annual frequency, and sourced from the World Bank’s World
Development Indicators. Two days of outliers in the Nifty and currency returns have been dropped in the respective
columns; however, including them does not change the results. All specifications contain a constant, day, regime, quarter,
and recession dummies. Heteroskedasticity and auto-correlation robust standard errors are reported in parentheses below
the coefficients.

Dependent variables:

log EVOL;.1y7  log CVOLyyy7  log BVOLyiyr  log EVOLyy 7 log CVOLyy7  log BVOLytyr

1) 2) ®3) 4) () (6)
log words; 0.293** 0.313** —0.039 0.354** 0.311** 0.001
(0.124) (0.119) (0.215) (0.141) (0.108) (0.200)
Monetary policy surprise;_1; 0.030** —0.023** 0.029 0.029** —0.022* 0.031
(0.008) (0.011) (0.022) (0.008) (0.011) (0.024)
log EVOL; 7,44 0.372%** 0.431***
(0.137) (0.152)
log CVOL;_7.4_1 0.072 0.133
(0.126) (0.130)
log BVOL;_7.4—1 0.246*** 0.246**
(0.083) (0.081)
log Internet usage, —0.389* —0.030 —0.251
(0.212) (0.167) (0.321)
log Mobile subscriptions per 1000, —0.181 —0.049 —0.142
(0.189) (0.169) (0.277)
Observations 61 61 58 64 64 61
Adjusted R? 0.551 0.655 0.095 0.522 0.643 0.160
F Statistic 4.879* 7.004** 1.316 4.626** 6.982** 1.601
Regime dummies Yes Yes Yes Yes Yes Yes
Quarter dummies Yes Yes Yes Yes Yes Yes
Day dummies Yes Yes Yes Yes Yes Yes
Recession dummy No No No No No No
Macro controls Yes Yes Yes Yes Yes Yes

*p<0.1; *p<0.05; **p<0.01
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Table 9: Business cycle interactions with length

Note: The dependent variable is log volatility of Nifty returns (log EVOL) in column (1) and (3); log volatility of INR-USD
returns (log CVOL) in column (2) and (5); and log volatility of 10-year bond yields (log BVOL) in column (3) and (6),
all calculated over ¢ : t + 7, where ¢ is the day of the monetary policy meeting. The main explanatory variable is number
of words (log words) in the MP statement released on day ¢. Monetary policy surprise is measured by the difference in
the one-month overnight indexed swap (OIS) rate between ¢ — 1 and ¢. D. Recessions is a dummy for whether there is a
recession that month. The dates are Dec 1999 to Mar 2003, Jun 2007 to Sep 2009, and Jun 2011 to Dec 2012, taken from
Pandey et al. (2017). In columns (4)-(6), an alternate definition of GDP growth underperformance, i.e. below median
growth is used. Results do change if we use lagged recession indicator or lagged below median growth, or when macro
controls are dropped. Regimes is a dummy that refers to RBI governor tenures. Two days of outliers in the Nifty and
currency returns have been dropped in the respective columns; however, including them does not change the results. All
specifications contain a constant, day, regime, quarter, and recession dummies, and four macro controls. Heteroskedasticity
and auto-correlation robust standard errors are reported in parentheses below the coefficients.

Dependent variables:

log EVOLy4y7  log CVOLyyyr  log BVOLyyy7  log EVOLyyy 7 log CVOLyyr  log BVOLyyyr

1) 2 ®3) 4) (5) (6)
log words; 0.350™ 0.300** 0.152 0.358** 0.316** 0.010
(0.145) (0.114) (0.244) (0.143) (0.144) (0.216)
Monetary policy surprise,_j; 0.032"* —0.022 0.041* 0.025* —0.040** 0.025
(0.010) (0.013) (0.023) (0.008) (0.014) (0.023)
D. Recessions —0.104 —0.439 5.728
(2.253) (1.801) (3.952)
D. Below median growth 4.215 1.505 7.125
(11.305) (9.023) (14.596)
log EVOL;_7,41 0.465* 0.411**
(0.148) (0.163)
log CVOL;_7.4_1 0.133 0.324*
(0.136) (0.186)
log BVOL;_7.4—1 0.287 0.252%*
(0.079) (0.081)
log words; x D. Recessions —0.007 0.042 —0.621
(0.238) (0.198) (0.418)
log words; x D. Below median growth —0.504 —0.155 —0.885
(1.411) (1.125) (1.814)
Observations 64 64 61 64 64 61
Adjusted R? 0.513 0.635 0.191 0.511 0.582 0.138
F Statistic 4.316*** 6.478 1.708* 4.289* 5.384** 1.479
Regime dummies Yes Yes Yes Yes Yes Yes
Quarter dummies Yes Yes Yes Yes Yes Yes
Day dummies Yes Yes Yes Yes Yes Yes
Recession dummy Yes Yes Yes Yes Yes Yes
Macro controls Yes Yes Yes Yes Yes Yes

*p<0.1; **p<0.05; **p<0.01
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Table 10: Baseline readability results

Note: The dependent variable is log volatility of Nifty returns (log EVOL) in column (1); log volatility of INR-USD returns
(log CVOL) in column (2); and log volatility of 10-year bond yields (log BVOL) in column (3), all calculated over ¢ : ¢t + 7,
where ¢ is the day of the monetary policy meeting. The main explanatory variable is number of words (log words) in the MP
statement released on day t. Monetary policy surprise is measured by the difference in the one-month overnight indexed
swap (OIS) rate between t — 1 and t. D. Recessions is a dummy for whether there is a recession that month. The dates
are Dec 1999 to Mar 2003, Jun 2007 to Sep 2009, and Jun 2011 to Dec 2012, taken from Pandey et al. (2017). Using an
alternate definition of GDP growth underperformance, i.e. below median growth, does not change the results. Regimes is a
dummy that refers to RBI governor tenures. D.High readability is a dummy that take value 1 if the hierarchical clustering
algorithm tags the statement at day ¢ as such. Clustering is based on the Farr-Jenkins-Paterson index (more details are in
section 4.2). Two days of outliers in the Nifty and currency returns have been dropped in the respective columns; however,
including them does not change the results. All specifications contain a constant, day, regime, and quarter dummies, and
including recession indicator or macro controls does not change the results. Heteroskedasticity and auto-correlation robust
standard errors are reported in parentheses below the coefficients.

Dependent variables:

log RVOLy.¢47 log CVOL;.47 log BVOL;.17

(1) 2) 3)
log words; 0.255* 0.236* —0.043
(0.136) (0.138) (0.227)
Monetary policy surprise;_i 0.030*** —0.013 0.008
(0.007) (0.011) (0.021)
D. Medium readability —0.070 0.038 —0.103
(0.119) (0.133) (0.212)
D. High readability 0.063 0.003 —0.458
(0.141) (0.191) (0.278)
log EVOL;_7.41 0.512%*
(0.102)
log CVOLt,pt,l 0.038
(0.153)
log BVOL;_7.4-4 0.246**
(0.083)
Observations 70 70 67
Adjusted R? 0.560 0.701 0.179
F Statistic 6.486*** 11.087** 1.900**
Regime dummies Yes Yes Yes
Quarter dummies Yes Yes Yes
Day dummies Yes Yes Yes
Recession dummy No No No
Macro controls No No No

*p<0.1; *p<0.05; **p<0.01
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Appendices

A Other tables and figures

Figure A.1: FOMC benchmark

Note: This graph reports the 2-meeting rolling average of length (measured by number of words) and readability (measured
by Farr-Jenkins-Paterson readability score) for the FOMC in panel (a). The two variables are significantly negatively
correlated at the 1% level (—0.34). For comparison, the same variables are shown also for the RBI in panel (b). Correlation
between the length and readability is negative as well for India (—0.52) and highly significant at 1%.
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Table A.1: Correlation between various readability indices

Note: This table shows the simple correlation between various measures of readability along with our preferred measure,

the Farr-Jenkins-Paterson.

Farr-Jenkins-Paterson | Flesch-Kincaid | Flesch-PSK | FOG

Farr-Jenkins-Paterson

Flesch-Kincaid | -0.92%***

Flesch-PSK | -0.74%%** 0.94%***
FOQ | -0.90%*** 0.90%H% 0.94%55%
SMOG | -0.88**** 0.99**** 0.95%*** 1.00%HH*

B Data details

B.1 Number of monetary policy announcements

During the tenure of governor Bimal Jalan, two monetary policy statements were issued each
year, one in April which outlined the monetary and credit policy for the year and one in
October/November which provided a mid-term review of the monetary and credit policy. A

new governor would typically commence his term in September of the year he was appointed.

When governor Reddy took over in September 2003, this communication strategy was continued
for a while. In 2005-06 he initiated a new design under which four monetary policy statements
were issued each year, in January, April, July and October. The April statement was always
the annual policy statement for the year and the October one was the mid-term review. The
statements were published on the RBI’s website and were accompanied by shorter press releases

that summarised the content of the statements.

Governor Subbarao’s tenure began in September 2008. He continued the previous communica-
tion strategy (consisting of four statements a year and accompanying press releases) until 2010.
In 2010 January he started teleconference with researchers and analysts right after announc-
ing the monetary policy decision and simultaneously with the publication of the statement on
the RBI’s website. In 2010 April this was further accompanied by a press conference. The

transcripts of both conferences were published on RBI’s website with a lag of 1-2 days. In addi-
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tion, he started issuing press releases seven times a year, which meant that three of these were
issued even when there was no monetary policy statement. While the April/May statement
continued to be the annual policy statement for the year, the mid-quarter review was instead

communicated through a press release starting September 2010.

Governor Rajan’s tenure began in September 2013. He changed the old design of communication
starting April 2014. Instead of issuing four monetary policy statements a year, which was the
practice during governors Reddy and Subbarao, during Rajan’s tenure the RBI began issuing
six statements a year. He continued the press conferences and teleconference with researchers

and analysts but discontinued press statements/releases.

The IT regime was formalised and the MPC was appointed in September 2016, when governor
Urjit Patel took over. The MPC issues six monetary policy statements a year. These are
published on the RBI’s website around the time when the monetary policy decision is announced

by the governor, in a press conference at 2pm on the scheduled date.

B.2 Monetary policy decision and communication

For majority of our sample period, the most important policy rate was the repo rate (espe-
cially in the post inflation targeting years); therefore, we focus on this particular instrument of
monetary policy. We first hand collect a time series of all repo rate announcements as well as
the instruments used to communicate the rate between 1998-2018. During the pre-IT period,
the monetary policy communication of RBI consisted of the governor announcing the policy
rate through a statement. Often times the policy rate was also announced through off-cycle
circulars, or press-releases. We club all rate announcements about policy rates, aside from
statements, into the catchall term ‘circulars’, and also use the term ‘off-cycle’ liberally to refer

to any announcement date other than the scheduled date of the monetary policy statement.

There are 123 monetary policy events which include changes in the repo rate. Roughly 37% of

these since 2000 have been through circulars (19 for rate increases, and 25 for rate decreases).?

29Tt is interesting to note that most rate cuts in India have been announced via circulars or press
releases, instead of regularly scheduled statements. The most heavy usage of circulars was during tur-
bulent periods in the global economy (2000-2002 and 2008-2011), which may have justified off-cycle
rate cuts. Use of circulars may further be explained by asymmetric monetary policy transmission in
India, where lending rates adjust faster to monetary tightening than to loosening (Das, 2015; Singh,
2011). Therefore, it may be that to some extent, the RBI relies on unanticipated or surprise decreases in
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Circulars are not usually accompanied by an explanation for why an off-cycle rate-change has

been made or a description of current and future economic conditions.?’

Table B.1: Summary of repo rate announcements in India, 1998-2018

Announcement | N | Repo change | Words | Sentences | Median readability*
No change | 45 | 0.00 9475 234 Low
Rate hike | 17 | 4+0.25 11773 | 402 Medium
Rate cut | 9 | —0.25 5277 218 High

*: Based on the Farr-Jenkins-Paterson readability measure, discussed in more detail in section 4.2.

Monetary policy statements account for roughly 60% of the announcements regarding the policy
rate. Out of these, 45 events are of no rate changes, 17 events are of rate increases, and 9 events

correspond to rate decreases.

One quirk of Indian monetary policy communication seems to be that a statement that an-
nounces a rate cut is shorter in length on average than one that announces a rate hike (table
B.1). This may be due to political economy considerations. Rate hikes transmit faster to tighter
credit conditions (as shown in the relevant literature) and are relatively more unpopular in a
growing economy than rate cuts, which is why they may need to be accompanied by greater

explanation.

B.3 Examples of FJP index

Consider the following sentences from the Feb 2018 MPC statement with their FJP (Farr et al.,
1951) score, in order from most to least readable sentences. The FJP index has a negative sign.

The interpretation is that lower the index value (eg. —50), the less readable a statement is.

"Merchandise exports bounced back in November and December.” (FJP = -38.83)
"The MPC notes that the inflation outlook is clouded by several uncertainties on
the upside.” (FJP = -45.78)

"On the downside, the deterioration in public finances risks crowding out of private

interest rates to hasten this transmission process during times of stress. Importantly, circulars or press
releases containing repo rate changes in our sample were not issued close to a scheduled monetary policy
announcement date. As a result, their issuance does not affect our analysis, as they were outside our
observation window.

30There are, to the best of our knowledge, only two exceptions, 15 Jan 2015 and 4 Mar 2015, both
under governor Rajan, which are accompanied an explanation.
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financing and investment." (FJP = -46.96)

"Accordingly, the MPC' decided to keep the policy repo rate on hold and continue
with the neutral stance.” (FJP = -48.72)

"After rising abruptly in November, food prices reversed partly in December, reflect-
ing mainly the seasonal moderation, albeit muted, in prices of vegetables along with

continuing decline in prices of pulses.” (FJP = -61.48)
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